RQ 7: Reaction time to emotional facial expressions
Linear regression

Descriptive Statisties Coefficients”
) Model Summary
Standardized
Ruacton e nme 88787 135 Adusted R St Error of Unstandardzed Coeficients  Goeflsients 45.0% Confidence Interval lor B
153 138 Nods! R R Square Square ths Estimate Mode! ] st Eror Bsta t Sio Lowerfiound  Upper Bound
Intansity ot Emoton 201 TR 1 9677 936 935 65,846 T (Constany) 1245248 6364 22111 o0 nsaress | 1wtz
a. Predictors: (Gonstant), Intensity of Emation, Gender o 21448 154 ) 3898 oo 30660 121742
Corrslations Intensity of Emat 9777 03 |19901 000 214272 173550
Raaction 3 Dependent Vanable: Rea
Tmemms  Gander n a
L Coralati R 1000 881 - B4 ANOVA
Genda w100 a0 sum af
Intansyof Emoson s e 10 Modal Squares o | Meansquare F Sig.
Sl Rlackon Tirw e 0 = 1 R 8303655547 2 4151827.773 957509 l 000 I
Gander oo 000 egression
Intans v of Emasan oo o Residual 572307 535 132 4335663
" s = s s Total 8875963.081 134
Genter TR 15 - -
T =T s P a. Dependent Variable: Reaction Time in ms

b. Predictors: (Constant), Intensity of Emation, Gender

SPSS returns several tables, the first shows descriptive statistics, the second presents correlation results,
after that the model summary and regression results are listed

The first row of the ANOVA table shows whether the overall regression is significant

The second row and third row of the Coefficients table show the results for the two predictors, the
Standardized Coefficients Beta indicates direction and strength of the effect

In this case, we find that the overall model is significant. Moreover, both gender and intensity of
emotion significantly predict reaction time

RQ 8: Effect of supermarket promotion on sales

« Data from 133 supermarkets, effect of supermarket promotion on sales
« 3 promotion conditions: control, price reduction, price reduction + advertisement
+ 2 variables: condition of promotion, average daily sale

I® Did the two types of promotion have an effect on sales?
» Duplicate cases

« One-way ANOVA: Did the two types of promotion have an effect on sales?
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Duplicate ca

ses

RQ8: Effect of supermarket promotion on sales

114 Proms supermarke s DasSetl] - 1M SPSS Staioics Dot Edtor NN

Ble  EGt Wew Dats Iransfm  Anahce  DirectMarvetng

- Select Identify
Duplicate Cases... in
the tab Data

- Select all variables and
add them to the box
Define matching cases
by:

- Click OK

18 Identify Duplicate Cases

Define matching cases by

-7; H L.';J _ Define Variable Properties. R) MarketlD A
- 3 SetMsasuramentLov! for o, + | g Condition of promotion [condition]
= & average units sold daily [sales] =5

1 ) -

o 7 Dgfine date and i Sort within matching groups by

e S ‘

r - -

5 R iderify Duplicate Cases

s 3 ety Unusus Cases.

L i Compars Datasets. Sort

_ 5 SanCases. ® s

- B Sortvariapies *

Number of matching and sorting vanables: 3

Variables to Create

Indicator of primary cases (1

unique or primary, O=duplicate)
Last h
®{Last case in each goup is prmary] |

PrimaryLast
O First case in each group is primary
[ Eitter by indicator values

[ Sequential count of matching case
in each group (0=nonmatching case)

Move matching cases to the top of the file
Display frequencies for created variables

{2 *Promo supermarket sav [DataSet1] - BM SPSS Statistics Data Editor ||

File EGt View Data Iransform Analze DirectMarketng Graphs  Utiities |

e M e~ Bl Al 8 %

[2: MarketiD m

& Marketid| @ age | & condition| < sales || ol PrimaryLast |

1 4 20 2 186.87 0

- 2 a4 20 2 186.87 1
3 67 5 2 23158 0

4 67 5 2 o238 1

5 1 7 2 26780 1

6 2 11 1 248.84 1

- SPSS has now resorted the
data set, so that duplicate
cases are listed at the top

- Inthis case, we find that the
markets 44 and 67 have
duplicate entries

RQ8: Effect of supermarket promotion on sales
Duplicate cases

& MarketiD &b condition & sales
1 44 2 186.87
2 44 2 186.87
3 67 2 231.58
4 | 67 2 23158
5 1 2 267.80
6 2 1 248.84
7 3 1 247.89
8 4 1 251.21
9 5 3 276.48
10 6 2 259.82
1" 7 1 250.36
12 ] 2 260.79
13 9 2 291.74
14 10 3 290.56
16 1 3 270.81
16 12 2 258.19
17 13 2 284.84
18 14 3 308.08
19 15 1 247.04
16 1

25542

4l PrimaryLast

Cut

Copy

Copy with Vanable Names
Copy with Variable Labels

Clear

Hide Column(s)

|t || | | | | | | |t | | |t | [ [ o [l

Gnd Font

-

Since markets 44 and 67 exist
twice in the data set, we
delete one of each

Select the two rows you
want to delete (press the Ctrl
or cmd key)

Right-click on the mouse to
open a small window with
several options, click on
Clear
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

Eile Edit View Data Transform
i j A,
HE D e

& MarketiD g condition

T8 *Promotion Supermarket sav [Dataset1] - 1B\ ~~""

Power Analysis
Meta Analysis
EER
Reports

Descriptve Statistics
Bayesian Statistics

Window  Help

BEE |3 d’EC

@

© @ N e W -

1 Tables

Compare Means

Mixed Models
Correlate
Begression

Laglinear

B o w—uon e wmn
W e W s s

1 Neural Networks.

General Linear Model

Generalized Linear Modsls

(] Univariate
[ Multivariate
[ Repeated Measures

»
»
>
>
>
>
>
>
»
»
>
[ Variance Components
>
>
>

- Select Univariate... under General Linear
Model in the tab Analyze

- Add the variable average units sold fo the
Dependent Variable box

- Add the variable Condition of promotion to
the Fixed Factor(s) box

1@ Univariate

&b MarketiD

| gl Indicator of each I...

| Paste H Reset HCance\ ‘ | Help |

Dependent Variable:

Fixed Factor(s):

& Condition of promo...

Random Factor(s):

-

Covariate(s):
-»

WLS Weight:
-»

X

==
s |
(s ]|
(oo ]|
=

RQ8: Effect of supermarket promotion on sales
One-way ANOVA

12 Univariate =) [ Univaite: rofie ot =
|| gacors: Worizontal Ans
Dependent Variable || pae H
& MarketiD & average units sold d conaton » | |
o Aoe ofstore age] Eixed Faclor(s). @ Separats Lines
L & Condition of promoti o, - .
| " Separate Plots I - C“Ck on PIOTS
I g
i Randem Factor(s). - Add COI’)dITIOI’)
| .
i e R | fo horizontal
i conditon I .
i Covariats (s} I Qaxis
f

| - Select Add to
| Mitplo Comparians for Observad Means X e l
| LS Weight Eactor(s) Bost Hoc Tests for © Bar Chat add the Plot
1l L2 N condition condition R
| ool e “ e
l

ML HiC ialor-Duncan o =

Do Do T -

[ Sidak [ Tukey's-b [ Dunngtt -

[CISchefie  [JDuncan -

e e o e Click on Post Hoc... and add the variable

E-GW abeiel

conditfion to the box on the right, then select the
post hoc tests you want to run (Tukey, Bonferroni
and LSD), then click Continue

Equal Variances Not Assumed
[ Tamhane's T2 [] Dunnerr's T3 (] Games-Howell (] Dyanetr's
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

- Click on EM Means... to
add estimated
marginal means to the

Campare main sfects

@ e == | output, then click on
Dependent Variable: Con hn ve
o0 %ﬁjﬁzf (g cane | e |
Il 7&, Condition of promoti.
| > (Bostiion ] @ Ve ovis T =
EM Means.. Display
E . Random Factor(s): | :gfw’f'f%" ﬂzmw,mmm,
—— B )
i (o gy Opserved power [SL——
| —— e e . )
| - “ - Click on Options... to
: — Modified Breusch-Pagan test Fest Odd STOﬂSﬁCS fO The
e "
| - B o o output, then click on
' L —_— Continue
- Click OK in the main
window to start the
Signcance levst [05 | Comtaznce e re 95.0% On0|y5 IS
(gonunue) Ccancer | _rep |

RQ8: Effect of supermarket promotion on sales
One-way ANOVA

- SPSS returns several tables, including frequencies in the
between-subject factor, descriptive statistics and the results

Between-Subjects Factors .
of the analysis

Value Label N
P —— p— e - By checking the Sig. value in the row condition of the table
2 opre 45 Tests of Between-Subjects Effects you can find that there is a
T | prce o main effect for the supermarket promotion
reduction - Partial Eta Squared is a measure of effect size, in this case it
advertiseme indicates a large effect for the promotion (>0.14)
Tests of Between-Subjects Effects
Descriptive Statistics Dependent Variable: average units sold daily
Dependent Variable: average units sold daily Source Tg?gq':asr”;;‘ df Mean Square F Sig Pg;ﬂg‘ééﬁ
Condition of promotion Mean Desvt.da}mn N Corrected Model  34000.607% 2 17000.304 15.695 .000 .195
control 186.7340 31.92507 47 Intercept 5772256.54 1 5772256.54 5329.191 .000 976
price reduction 215.4553 35.93417 45 condition 34000.607 2 17000.304 15.695 .195
price reduction and 223.8083 30.45851 41 Error 140808.122 130 1083.139
advertisement Total 5922320.70 133
lital 207.8807 36.39105 133 Corrected Total 174808.729 132

a. R Squared = .195 (Adjusted R Squared = .182)
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

Estimated Marginal Means - The Estimated Marginal Means tables return descriptive statistics
and confidence intervals for each promotion condition
1. Grand Mean - The plot makes it easy to visualise the main effect

Dependent Variable: average units sold daily
95% Confidence Interval
Mean Std. Error  Lower Bound ~ Upper Bound Estimated Marginal Means of average units sold daily

208.666 2.858 203.011 214.321 =00

2. Condition of promotion E o
Dependent Variable: average units sold daily §
95% Confidence Interval é 2000
Condition of promotion Mean Std. Error  Lower Bound ~ Upper Bound 5
control 186.734 4.801 177.237 196.231 § -
price reduction 215.455 4.906 205.749 225.161 E
price reduction and 223.808 5.140 213.640 233.977
advertisement Yo

control price reduction price reduction and
advertisement

Condition of promotion

RQ8: Effect of supermarket promotion on sales
One-way ANOVA
Mean 95% Confidence Intarval
N om— e .- SPSS also reports the requested Post Hoc
TukeyHSD  contral —2a.r:|3: 6.86406 <001 -44.9950 12,4476 TeSfS TUkey, LSD Cll’]d BOI’]ferrOhi
2:::r‘|l\;d;|t‘2:r"\ann -37.0743 7.03303 =001 -53.7406 -20.3999 _ A” COﬂdIﬁOhS ore CompOred W”.h eoch
Ll
CITT : - SPSS reports the mean difference between
price reduction and control 37.0743 7.03303 <0 20.3999 537486
avemsement price reduction 83530 7.10548 410 -8.4931 251991 the two Compored groups, the standard
LsD contral price reduction -28 7213. 6.86406 =001 -423010 -15.1416 error Ond SIgnlflCOnce Of The CompOriSOH,
price reduction and 370743 7.03303 <001 50.9883 231602 . .
T : as well as the confidence intervall
price reduction control 287213 686406 =001 151416 423010 . . e .
s dutan g s o e men  snw - Here, we find significant comparisons
price reduction and control 37.D713. 7.03303 =001 231602 50.9883 beTWeen The COhTro' Condlhon Ond The
advertisement . . e
price reduction 83530 710548 242 57044 224103 pnce reduc‘hon Condmonl qas We” qas
Bonferroni control price reduction -28.7213 686406 <001 -45.3691 -12.0735 .y
between the confrol condition and the
advertisemen . . .
price reduction and adverfisement
prce tducton and 83530 710548 726 265863 88803 condition. The two experimental
gg::r:.;i:.:!::a“u control 370743 7.03303 <001 20,0167 541318 Condiﬂons do nOT d|ffer from eOCh ther
price reduction 8.3530 7.10548 726 -8.8803 25.5863 SIgnifICOnﬂy, thUgh.
- Tukey, Bonferroni and LSD come to the same conclusions. For real analyses, you would have pre-
selected one of these to use
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RQS8: Effect of supermarket promotion on sales
Alternative: linear regression
*Promation Supermarket.sav [DataSet1] - IBM SPSS Statistics Data Editor [ R Craate Dummy Variables kS
le Edit View Data Transform Analyze Graphs Utiities Extens — Creote Dumony Vanables far
b & [T 8 compue variati & et st ey ] __ [
Programmability Transformation ll Indicator of each last matching case as Primary K|
& ket g I Count Values witin Cases - |
1 P Shift Values.
Man Efflect Dummy Variables
2 67  [@ Recode into Same Variables. (2 Crate main-sfisct dummiss
j ; [ Recode into Different Vaniables oy Vi Lakls Ryot Names (One Par Selsctod Variable)
E i ] Automatic Recode. © Use yalus labels [cond
8 4 Create Dummy Variables OUge values e
Ex Window Help
: 5| | [ Visual Binning Value Order Two-Way Interactions Iy = A
8 6 B Optimal Binning ® ascanding [ Greate dummies for ol two-way interactions n : : \ i @ E O\
9 7 Prepars Data for Modeling > O Rescending
10 8 {
= g MIRank Cases Macros #Cond1  §bCond 2 Cond3 |
12 10 f# Date and Time Wizard ) Omit frst dummy category from macro definitions. 00 1.00 00
13 11 Create Time Series Nate It is conventional to start macro names with | e Wy tsactons 00 100 00
:: :i W Replace Missing Values et Lol Ussge [C] Create dumenies for o three-way interactions 00 1.00 00
@ Random Number Generators. @ Dg not create dummies for scale variable values 1.00 00 00
:: :: 5 © Create dummies for all variables 1.00 00 00
1.00 00 00
This dislog requires the Python Essentials 00 00 1.00
Before doing regression with a categorical 00 100 00
. . . 00 00 00
predictor variable (with more than two ‘W 100 ot
groups) we need to create dummy variables
RQS8: Effect of supermarket promotion on sales
Alternative: linear regression
‘Promotion Supermarketsav [DataSet1] - 1BA° """~ oo
+ Edt View Dsta Transform Posr Analysia > Window Help {8 Linear Regression X
== Meta Analysis 3 — =
= ﬂ N Repots > B i @ E‘ Q Dependent
Descriptive Statistics > E - -
& MarketiD g condition Bayssian Statistics ’ ar a & Market.\D ‘y ge.unka 3ok d.uly [Eﬂ”
- ol 2 Tapes > & Condition of promo. Block 1 of 1
2 7 2 Compare Means > 4l Indicator of each |
: ; : i ’ & condition=control [ Next
. : . :!neli’l':z!d Linear Models ’ & condition=price re Independent(s)
: : 1 g:mh\z N & condition=price re & condition=price reduction [
8 6 2 Begression 3 [B Automatic Linase Modsiing “ @) condition=price reduction a__.
9 T 1 Laginear > el
10 5 2 Newal Networks » Bl Guve Estimation ‘ .
Ll d 2 Classity > EParial Leagt Squares WMethod: Enter
12 10 3 [Dimension Reduction > e ry—
:: :; ; Scaie > ety Leghe Selection Variable
» 2 E onporometi Tess > ltrtagu - Rule
1% " 3 Forecasting »
1 1% 1 Sunival > Probt Case Labels
18 16 1 Multiple Respanse > Ed Honlinear (Y
19 17 2 [ Missing Value Analysis [ Weight Estimation
2 ] 2 e imputation > [B2-Stag0 Least Squares WLS Weight
7 « & 7 Complex Samples » Kl Quantite
atn View Vaniable View ﬁz::':--:ﬂmml X [ Gptimal Scaling (CATREG) 1 Paste W m lm
Add two of the three dummy variables as independent variables. The dummy variable you leave out
will be your reference group — the coefficients will represent differences from this reference group
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RQS8: Effect of supermarket promotion on sales
Alternative: linear regression

Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 An® 185 182 3291108

a. Predictors: (Constanf), condition=price reduction and
advertisement, condition=price reduction

ANOVA®
Sum of
Madel Squares df Mean Square F Sig
e et 2 TReaM ) vees oA - Matches the between-subjects effects table
Residual 140808.122 130 1083139 .
Total 174808729 132 in one-way ANOVA

a. Dependent Variable: average units sold daily

b. Predictors: (Constanf), condition=price reduction and advertisement, condition=price

reduction
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig
1 Lo 180734 Ao AeH | - Matches the mean differencesin post-
condition=price reduction 28721 6.864 375 4184 <001 .
condition=price reduction 37074 7.033 472 521 <001 hoc TeSTS TO ble N One-WOY ANOVA

and advertisement

RQ 9: Effect of new pain treatment

e Data set from RQé

I®" Has the pain tfreatment helped the participants? Did the dosage
influence the effectiveness of the treatment?

» Custom tables: get descriptive statistics for each participant group
* Two-way ANOVA: condition by dosage
» Formatting graphs in output
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RQ 9: Effect of new pain treatment
Custom Tables

3 Pain Medication.sav [DataSet8] - IEM SPSS Statistics Data Editar

Ele EOR  yew Dam  Ianslom  gnahge  Graghs  LMies  Egensions  jndow  Help (3 CustomTables ! -‘ - - —
EL TN I S, CBE s - .
[ [P | Sgenaer | %::ansumu :m Variables: EW
D s el — |
oll General heaitn fhe..{{| Treatment [# cranse ]
- Select Custom Tables... under Tables in §§T§$§{T3i§a§?}‘ S | ser i e |
the tab Analyze N
- From the variable list on the left, pull the
categorical variables by which you 4
want to group your table o the i LayerOutput
Columns and Rows boxes in the preview —
- On the top right, click on the button o casgereo e
Layers to open the right hand box
- Drag the variable for which you want to - — p———
receive statistics into the Layers box Postion: G Eitide | CatagoryFostion
- On the bottom left, click on the button ] { - = -
Summary Statistics... (see next slide) e e

Custom Tables

1R Summary Statisties: [ =]

Custom Tables

Selected Variable: Change in pain before-after reatment

Statstics Display

Count = Statistics Label Format Decimals

Row Percent Wean Mean Aute
Column Percent Std Deviation 5td. Deviation Auto

Layer Percent

Layer Column Percent Change in pain before-after treatment
Layer Row Percent
Subtable Percent Treatment

- Table Percent Old Treatment New Drug
- Mean, Median, Mode
i Lower CL for Mean Standard Standard
i Upper CL for Mean =l Deviation Mean Deviation Mean
FU"ME"EM el ‘ Dosage  Low 7 21 8 48
Leyel(%):
- High 8 36 11 70

Apply to Selection Close. Help.

- From the Statistics box on the left, choose the statistics you want to receive and add them to
the box on the right

- Click on Apply to Selection (nothing will happen), then click on Close

- Inthe main window click OK

- The output shows the selected statistics for each of the groups created by the categorical
variables
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RQ 9: Effect of new pain treatment
Two-way ANOVA

e (18 Univaria: profis P IO &) - Select Univariate... under
SL R X B el Eactors: Horizontal Axis. General Linear Model in
condition
[ onate hd the tab Analyze
O e . b - Add the variable Change
in pain to the Dependent
£ Univariate - e [ ' .
ta i - g I = Separale Plots: I Variable box
Dependent Variable: o
f Age in years [age] - gi? Change in pain befor.. i Plat - Add The VO”ObleS
& Gender gond - 2 Treatment and Dosage to
{IGeﬂeralhealm [heal Eixed Faclor(s) l dosage*condition .
& Pain before treatme ﬁ;realme?;[cuﬂm;mn] [m The FIXGCI FOCTOF(S) bOX
| osage [dosage] ast Hoo .
m— (EMeans..) p— - C||c|§ on Plots... to
. 2 [ sse. | © Lins Chan configure a plot for the
| hd options.. O e Chat |  output, then click
: Covariate(s) [ Bootstap._| 20D Continue
= : [] Include Error bars ..
I - |:| 2 - This time we don't need
I ® post hoc tests as our two
I WIS Weight: [7] Include reference line for grand mean I ﬁxed fOCfOrS Only hOVe
: (] ¥ axis starts at0 TWO |eVe|S
| (o) ) ) G

RQ 9: Effect of new pain treatment
Two-way ANOVA

s b
- Clickon EM Means... and | e e
£ o - = ==
13 Univariate b E choose the variables you Estimated Marginal Means
Dependent Variable: . . Factor(s) and Factor Interactions: Display Means for:
& Age in years [age] ™ | [ Change in pain befor want to receive estimated (OVERALL) (OVERALL)
&b Gender [gender] H condition . condition
Fixed Fact
il General health (heal Eved hacion5) mGrglﬂO' means for dosage a dosage
f Pain before treatme. @ ﬁgea(mer’;[mmmml ’ [ condition*dosage condition*dosage
I osage [dosage] PostHoc... . —
I EM Means 8 Univariate: Options - v == [7] Compare main effecs
Random Faclor(s): =
i - [/ Descriptive statistics [J Homogeneity tests =
LI W] of effect siza [] Spreadvs. level plot
. Bootstrap... [ observed power [] Residual plot
| SOl aa(E) 7 parsmetercstmates S
| 5 [7] Cantrast coefficient matrix [7] General estimable function
i [T Modified Breus ch-Pagan test [ Ftest
i WLS Waight
i - [] Breusch-Pagan test [T white's test
| Lok ) Ceaste | [ meset | cancer [ ep |
| _ 7] Parameter estimates with robyst standard errors

- Under Options... select which
statistics you want to receive,
in Thls case Descr’p“ve STOTISﬁCS Significance leye Confidence intervals are 95.0%

and Estimates of effect size (o) G e
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RQ 9: Effect of new pain treatment

Two-way ANOVA

Univariate Analysis of Variance

Between-Subjects Factors

Value Label N
Treatment 0 Old 30
Treatment
1 Mew Drug 30
Dosage 1 Low 30
2 High 30

Descriptive Statistics

DependentVariable: Change in pain before-after treatment

- The Univariate Analysis of Variance tables present frequenciesin the
between-subject factor, descriptive stafistics and the results of the

analysis

- By checking the Sig. value in the row condition of the table on the
right you can find that there is a main effect for the treatment
condition, Partial Eta Squared shows a large effect size

Tests of Between-Subjects Effects

DependentVariable:  Change in pain before-after treatment

- Thereis also a large

Type Il Sum Partial Eta H
Treatment Dosage Mean St Deviation N Source of Squares df Mean Square F Sig Squared mOIr] effeCT for
Old Treatment  Low 2.067 7037 15 Carrected Model 185.000° 3 65.000 88,925 000 827 dosoge
High 3.600 8281 15 Intercept 1144.067 1 1144067  1565.173 000 965 i i
B - The interaction (row
Total 2833 1.0854 30 condition 141.067 1 141.067 192890 000 775 Y %
New Drug Low 4,800 7746 15 dosage 52267 i 52967 71505 000 561 condition dosoge)
High 7.000 1.0680 15 condition * dosage 1.667 1 1.667 2.280 137 038 is not S|gn|f|con‘[
Total 5.900 1.4488 30 Errar 40.933 56 731 =0.137
Total Low 3.433 1.5687 30 Total 1380.000 0 (p_ . )
High 5.300 1.9678 30 Corrcted Total 235933 59
Total 4.367 1.9997 80

a R Sguared = 827 (Adjusted R Squared = 817)

RQ 9: Effect of new pain treatment

Two-way ANOVA

Estimated Marginal Means

1. Grand Mean
DependentVariable: Change in pain before-after treatment
95% Confidence Interval
Upper Bound
4588

Lower Bound
4146

Wean
4367

Std. Error
110

2. Treatment
DependentVariable:  Change in pain before-after treatment
95% Confidence Interval

Estimated Marginal Means

Dosage

Treatment Mean Std. Error ~ Lower Bound  Upper Bound

Old Treatment 2.833 156 2521 3146

MNew Drug 5.800 156 5587 6.213
3. Dosage

DependentVariable:  Change in pain before-after treatment
95% Confidence Interval

Dosage  Mean  5id Emor  LowerBound  UpperBound
Low 3433 156 3121 3746
High 5.300 156 4.987 5613

Estimated Marginal Means of Change in pain before-after treatment

Treatment
O Traatmam
Waw Drug

4. Treatment * Dosage

DependentVariahle: Change in pain before-after treatment

95% Confidence Interval

Treatment Dosage Mean Std. Error  Lower Bound  Upper Bound
Old Treatment  Low 2.067 221 1.624 2.508
High 3.600 221 3.158 4.042
New Drug Low 4.800 221 4.358 5.242
High 7.000 221 6.558 7.442

- The Estimated Marginal
Means tables return
confidence intervals for
the main effect and the
interaction variables

- The plot makes it easy to
visualise the two main
effects

- Here we have
approximately parallel
lines (no interaction)
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RQ 9: Effect of new pain treatment

& Agein years [age]
& Gender [gender]

4l General health [he
& Treatment [conditi
& Pain before treatm.
& Change in pain bef

8 Recode into Different Variables

Numeric Variable -> Output Variable
dosage —> dose

“| To use regression for an
Output Variable interaction between two
binary categorical
Labs! variables, first code both as

either0 or 1

If... | (optional case selection con

Here, dosage is
coded as 1 or2, so
we use Recode into
Different Variables
to recode thisto 0

. e .
Alternative: linear regression
*Pain Medication sav [DataSet?] - IBM SPSS Statistics Data Editor
e Edit View Data Transform Analyze Graphs  Utiliti
H B Compute Variable
o Programmability Transformation
Count Values within Cases
Fage & Ece

1 32 Shift Values.

2 32 [E Recode into Same Variables

3 3 ﬂ Recode into Different Variables

4 u —

Automatic Recode

5 7 &' s

5 7 E3 Create Dummy Variables

7 40 [b§ Visual Binning

8 41 < Optimal Binning

9 42 Prepare Data for Modeling

10 42 s

= = B4 Rank Cases

A Date and Time Wizard

12 45

13 45 [ Create Time Series

L 45 #§ Replace Missing Values

15 45

@ Random Number Generators

16 46

17 49 B

18 50 0 2 0

19 50 1 1 0

20 50 0 3 1

27 50 ] 2 1

and 1

1R Recade into Different Variables: Old snd New Values

Old Value New Value

@ Value @ Value N

k |

O System-missing

O System-missing

O Copy old value(s)
© System- or yser-missing

O Ronge Olg > New

1->0

ange

O Range, LOWEST through value

© Range, value through HIGHEST
[ Output variables are strings

(]

O All gther values

RQ 9: Effect of new pain treatment

8 compute Variable

Utilities  Extens
Target Variable MNumeric Expression
2 & Age in years [age] Y
& Gender [gender] Function gror
ifl General heatth [he AU” g N
& Treatment [conditi Avithmetic
il Dosage [dosage] CDF & Noncentral CDF
& Pain before treatm Conversion
& Change in pain bef Current Date/Time
& dose — Date Arithmetic
0 Date Craation -
| P 40 Evnctions and Special Variables
>

I |(optional case selection condition)

Alternative: linear regression
e Edit View Data Transform Analyze Graphs
H LD) g B Compute Variable...
— =
Programmability Transformation. ..
Count Values within Cases
FPage ¢ i co
1 32 Shift Values...
2 32 E Recode into Same Variables
3 33 [& Recode into Different Variables
4 34
| Automatic Recode

5 37 fa
6 37 Create Dummy Variables
7 40 fb2 Visual Binning.
8 / [ Optimal Binning
9 42 Prepare Data for Modeling
10 12 B4 Rankc C
¥ 13 ank Cases
12 45 2 Date and Time Wizard
13 45 [ Create Time Series
14 45 &[] Replace Missing Values...

We then create an interaction term, by using Compute Variable to create a new variable
that equals treatment condition multiplied by dosage
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RQ 9: Effect of new pain treatment

Alternative: linear regression

a Linear Regression

X

We can now put our binary categorical

Dependent variables and interaction variable into the
& Agein years [age] |¢ change in pain before-after || regression model.
&> Gender [gender] ots
Block 1 of 1 ANOVA?
4l General health [he -
i Previous -_,xt Sum of
ﬁ;reatmer[l; [cundl]ll,,, ptions Model Squares df Mean Square F Sig
osage [dosage Independent(s) = b
3 - 1 R 195.000 3 65.000 88.925 .001
& Pain before treatm &> Treatment [condition] N R :
%dose %dnse Residual 40.933 56 an
& treatxdose & treatxdose v fLutal 235933 =
a. Dependent Variable: Change in pain before-after treatment
Method: Enter v b. Predictors: (Constant), treatxdose, dose, Treatment
Selection Variable: . Coefficients®
Standardized
Case Labels: Unstandardized Coefficients  Coefficients
- Model B Std. Error Beta t Sig
WLS Weight 1 (Constant) 2.067 221 9.362 =.001
N a0 Treatment 2733 2 689 8755 <001
dose 1.533 312 .387 4912 <.001
| Paste H Reset |Cance\‘| Help ‘ treabidoss 667 441 148 1.510 137

a. Dependent Variable: Change in pain before-after treatment

RQ 9: Effect of new pain treatment

Formatting graphs

- Double-click on the plot in the
output to open the Chart Editor

- Double-click on the titles to edit, click once more
to change the wording

[Fermzer - =8 = T o e - T |
[Bie Eon wew opoons cemens e |Ew B0 wew gowons  emens  mew
oo SXYRABP B LEY ClelbL bl kIl oo BXYiBF B L= CmL el kI
| = [
- - B i k%4 b —i - g Ex3 F - —t MR —
B i L2k b B oW L W Cha Size Test Layout
Estimated Marginal Means of Change in pain before-after treatment ! Two Main Effects: Treatment and Dosage: Teasnis Fill & Bordar Vanabies
s Treatment I 0 Treatment Preven
— G4 Trastmsnt — Ol Treatment
— tew DUy = liew Drug
Colo
s w0 =

2 ] =]
H ] Transparsnt
= = " gorder
F 2
H 5

2
o 2
ERE 2w | | potem n
£ 3
i & ot

T

Low High

Dosage

/

Low Hign ‘

Dosage

Transparent

P75, W.A37 5 points

Fort Face: Sanasers

378, w637 5 poimts
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RQ 9: Effect of new pain treatment
Formatting graphs

- Double-click on the plot background to - Click on the grid symbol to add a grid to the
open more formatting options chart
B cron tor CINES I e — @ =
Ete Em yew Opwons ad Eile  Edt  yiew Qptions Elements  Help
o IXYEABS W LLE( EITEI- ILI:-'I_I‘l } LK. EIXYEZAI_P L | U..]:iév Cle .'.lLirll ,EJ
B oaubk bk ue TR e —
T Ml EX ke Teaskooh sl D 4 Two Main Effects: Treatment and Dosage
Troament /n j::‘:qu
H ) = - M - e
%w = é = (Chansize Lnes | Grid Loes Vansbies
3. H [ Lamgmnlrmmm-: ‘
:aE. 'g ‘ | 1L ©miorsces aswesn categones) ety
" / & _/ J © o majorans mmornces
Low High /
Dosage Low Hon
i - Dosage.
(e (s

RQ 10: Effect of weight loss programme

- Data set of 64 participants who participated in a weight loss study

* 4 variables: gender, condition (control or freatment), weight at baseline,
weight aft finish

1" Have participants in the weight loss treatment condition lost more weighte
» Merge files: condition and freatment
* Repeated/mixed ANOVA
» Cleaning output
+ Formatting tables
» Exporting graphs and tables
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RQ 10: Effect of weight loss programme
Merge files

1 Add Cases to weight loss condition 1.sav[DataSet1] [ =] 153 Add Cases From D ==
Select a datasetfrom the list of open datasets or from a file to merge with the active dataset Unpaired Variables: Yariables in New Active Dataset
@® An open dataset patid
weight loss condifion 2 saviDataSet3] age
gender
4 [condition
watbas
© An external SPSS Statistics data file waffin
MNon-SPSS Statistics datafiles must be opened in SPSS Statistics before they can be used as part of a merge.
= 7] Incicate case source as variable
(*)=Active dataset
(+}=DatasSet3
)

- Make sure that the two data sets that you want to merge are opened in SPSS, work in weight
loss condition 1.sav

- Select Add Cases... under Merge Files in the tab Data

- Select the weight loss condition 2.sav in the box and click Continue

- Check that there are no unpaired variables in the left box, then click OK

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

3 Repeated Measures Define Factorfs) =0 12 Repeated Measures L= |

) Wesght Loss Candetion 1.sav [DataSeds] - M P35 Statstcs Data Within-Subject Factor Name Within-Subjects Variables

o
Elle Edt Wew Dals Iansorm Analge Graphs  Ulkes FExnsions Window  Help weignt & Patient ID [patid]
‘ ), B E & Age in years [age] wotbas(1)
A& O e BE Aol Number of Levels +
— Dascripive Siaislics v L] L 2 &> Gender [gender] watfin(2)

Bayesian Statstes -
v e Weight(2]
[ S | #on Tothes v e = 5 oht(2)
1 1 8 | Compars Means B 197
2 2 45 | gansraiLnesr woss! + | G st
= : 1| Genersagen Linear wocels L=
- s
Pventaia '
Measure Name: Between-Subjects Factor(s):
L 1 & Expanmenal group.
Covariates:
-»

(Loc J(esste | [geset [canca [sin |

- Select Repeated Measures... under General Linear Model in the tab Analyze

- Give a name to the Within-Subject Factor and enter “2" in the box asking for the number of
levels of this variable (weight baseline and weight finish), then click Define

- Drag the variables wgtbas and wgtfin into the Within-Subjects Variables box, then add the
experimental group variable to the Between-Subjects Factor(s)box
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RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

r N
T T 12 Repeated Measures: Profile Plots i
{3 Repeated Measures =
Factors Horizontal Axis
& Patient ID [patid] (L:\:(;I;;‘S)UDJEMS e bocel. conanon — lick |
atient ID [pati
Weight -
& Ageinyears [age] 3 watoas(1) Confrasts... 9 C ICK ON P OfS...TO
& Gender [gender] wagtfin(2)

— > E— configure a ploft.
N Remember to assign the
eparate Plots: .
| ] separate lines to the
Optons.. categorical variable.

Plots:

Posf

IEREREE

Between-Subjects Factor(s

& Experimental group Weightcondition Then click Continue
- We don't need post hoc

—— P— tests as our factors only
(UG have two levels
s @ Bar Chart

[] Include Error bars

l [7] Include reference line for arand mean I
(] ¥ axis starts at 0

—

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

#2 Repeated Measures: Estimated Marginal Means ===

Estimated Marginal Mean:

Factor(s) and Factor Interactions: Display Means for

(OVERALL) (OVERALL)

condition condition —

condition*Weight conaition"Weight —_ e SSUSSSSSSSSSRRRRRRL

[] Compare main effects Display
T T [ Descriptive statistics [7] Transfarmation matrix
13 Repeated Measures = :
cl size [7] Homageneity tests

| - HE

Witrin-Subjects Variables (a0 [£] Obs ["] Spreadvs. level plot |
- . b I
%:::e‘gty\:a[;a[!&;]e] (‘vC;EtL:gas)(H [ contrasts_| ] [C] Parameter estimates [C] Residual plot I
Gendsr[gends] | |watincz) * — = [ S5CP matrices [ Lack of it
’
Pest Hoc. o [C] Residual SSCP matrix [T] General estimable function

Plots
]
Significance level Confidence intervals are 95.0 %
—>
[ options._m

Help

Between-Subjects Factor(s| b - =
I - Go to EM Means... to choose the variables you would like
fo receive estimated marginal means for
- Under Options... select which stafistics you want to receive,
in this case Descriptive statistics and Estimates of effect size
(Lo J[(peste | meset |{cancat]_retp ] - Click Continue and OK

Covariates

-»
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RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

- The Repeated Measures ANOVA returns several tables, including frequenciesin the
between-subject factor, descriptive statistics and the results of the analysis

- Since we only have two levels in our within-subject factor, we can ignore the
Mauchly's Test of Sphericity, as sphericity is assumed

Multivariate Tests”

Partial Eta
Effect Valug F Hypotnesis of  Ermordf  Sig Squared
Weight Pillai's Trace 740 176253 1000 62000 000 40
Between-Subjects Factors Wilks'Lambda 260 176.253" 1000 62.000 000 740
Valus Labs! N Hotelling's Trace 2843 176253 1000 62000 a0 740
alus Lab= RoysLargestRoot 2843  176.253° 1000 62000 000 40
Experimental group 1 Contral 32 Weight* condiion ~ Pillai's Trace 498 61.488° 1000 62.000 000 488
2 Treatment 12 Wilks' Lambdla 502 o1.488° 1000 62000 a0 1g8
Hotelling's Trace o1 61.488° 1000 62000 000 198
Roys Largest Root a7 61.488° 1000 62000 000 198
_— i a.Design: Intercept + condition
Descriptive Statistics Within Subjects Design: Weight
- b. Exact stafistic
Experimental group Mean Std. Deviation N
Weight Baseline  Control 188.72 32.908 32 Mauchly's Test of Sphericity®
Treatment 198.38 32.928 3z Measure: MEASURE_1
Total 198.55 32656 G4 Epsilon®
Approx. Chi- Greenhouse-
Final weight Contral 197.63 32.750 32 Within Subjects Effsct  Mauchiy's W Square df sig Geisser Huynh-Feldt  Lower-bound
Treatment 19413 32,053 12 Weight 1.000 000 0 1.000 1.000 1.000
Tests e null iypothesis hal (e erTor Covariance mairx of e orihonoimalized ransformed dependent Varabies is proporional
Total 195.88 32638 64 to an identity matrix

a.Design: Infercept + condition
‘Within Subjects De sign: Weight

b_May be used to adjust the dsgrees of frssdom for the averaged tssts of significance. Corrected tests ars displayed in the
Tests of Within-Subjects Effects table

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

Tests of Within-Subjects Effects Tests of Between-Subjects Effects

Measure: MEASURE_1 Measure: MEASURE_1

Type Il Sum Partial Eta Transformed Variable: Average
Source of Squares df Mean Square F Sig Squared i
Type Ml Sum Partial Eta
Waight Sphericity Assumed 228.445 1 228445 176.253 000 740 Souree of Squares df Mean Square F sig Squared
z’“;“;“;:'wsw zz:::: 133: zz:::: 1;:;:: zzz ;:: Intercept 4878195 695 1 4878105605 2303003 000 974
uynh-Fel . ..
Lower-bound 228.445 1.000 228.445 176.253 000 740 condiion 18198 ! 118198 058 oo
Weight* condition  Sphericity Assumed 79.695 1 79.695 61.488 000 498 Eror 134014609 52 2161.526
Greenhouse-Geisser 79.695 1.000 79.695 61.488 000 498
Pl s 0w jeen s o @ - These three tables contain the results of the ANOVA
Eror(Weight Sphericity Assumad 30,350 52 1208 - By checking the Slg value in the rows of Welghf and
L RO Weight*condition of the Tests of Within-Subjects
Lower-bound 80358 62000 1296 Contrasts table you can find that there is a main
N effect for weight change, as well as a significant
Tests of Within-Subjects Contrasts . . .. .
Measure: WEASURE 1 intferaction between the condifion and weight
source woign  orsqumes | @ weamswee | £ s swad change, Partial Eta Squared shows a large effect
v\«:swgm Linear 228.445 1 228445 176253 000 740 Size in both cases
Weight* condition  Linear 79.695 1 79.695 61.488 000 498 .
Enortieign) ___ uinear CER 1298 - The Tests of Between-Subjects Effects table reveals
that there is no significant main effect of the
condition
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RQ 10: Effect of weight loss programme
Estimated Marginal Means 4. Experimental group * Weight
Measure: MEASURE_1
1. Grand Mean 95% Confidence Intzrval
Measure: MEASURE_1 Experimental group  Weight Mean Std. Error  Lower Bound  Upper Bound _ .
95% Confidence Interval Control 1 198.719 5819 187.087 210.351 The E?flmafed
Wean Std. Error | Lower Bound  Upper Bound 2 197.625 5.807 186.016 200.234 MOFQII’)G/ Means
Treatment 1 198375 5819 186743 210.007
187.211 4109 188996 205.425
2 194125 5807 182516 205.734 Tobles return
confidence intervals
2. Experimental group for the main effect
Measure: MEASURE_1 Estimated Marginal Means of MEASURE _1 . .
- | Experi ]
95% Confidence Interval - "’u'r'o'G;"" Ond The InTerCICTIOI’l

Experimental group ~ Mean  Std.Ermor  LowerBound  Upper Bound 3 Cotre variables

Control 198.172 5812 186.555 200.769 a " - The pIoT makes it
Treatment 196.250 5812 184,623 207,867 H . X

R easy to visualise the
5 AN . .
3. Weight i . interaction of the
Measure: MEASURE_1 5 \ two factors
95% Confidence Interval u - ™

Weight Mean Std. Error ~ Lower Bound  Upper Bound

1 198547 4115 180.322 206,772 N e

2 195875 4106 187,666 204,084 2

Weight

RQ 10: Effect of weight loss programme
Cleaning Output

RIA®- 0= PSS Presentation.ppt - Microsoft PowerPoint
s weight loss output.spw [Document] - [EM PSS Statistics Viewer R B

File Edit \View Data Iransform Insert Format Analze  DirectMarketing Graphs  Uiiies  Extensions Window  Help

=N _ = — m - The Logs in the output explain which
SEER I e+ ABLE 0O EP2» H calculations SPSS exactly ran, however,

€« += BTl they also clog up the output, making it

B [ output .
r;% cut Hl ‘GET ='H:\Other\IT Services\weight loss.sav'. hord TO keep The overview .
| copr T S DasaSesd ENDON-FRON. - To delete them from the output, right-
i T E Dataset? WINDOR-ERONT. click on the log and select the Cut
1 UTFILE='H:\Other\IT Services\weight loss conditien 2.sav' Ophon

T ACTIVATE DataSetl.
T CLOSE DataSet2.
B copy OMS Label

=] e 1 iti '
Stle Output UTFILE='H:\Other\IT Services\weight loss conditien 1.sav
PRESSED.

Export

'="H:\Other\IT Services\weight loss condition 2.sav'.
T NAME DataSet3 WINDOW=FRONT.

GET
FILE='H:\Other\IT Services\weight loss condition 2.sav'.

=y o
L& Muttivariate Tests
- Mauchlys Test of

|
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RQ 10: Effect of weight loss programme
Cleaning Output

- an”é";ig o - If you do not want to delete a test or log from the
e output but you want to hide it to gain more overview,
- B s focr: you can click on the minus symbols next to the
-~ Multvarists Tests mother tabs

L& Mauchly's Test of Sphericity
L8 Tests of Within-Subjects Effects
(& Tests of Within-Subjects Contrasts
L& Tests of Between-Subjects Effects
[ Log
Repeated Measures ANOVA Weight*Condition
-] Title

Notes
-8} Wamnings
L& Within-Subjects Factors
(8 Between-Subjects Factors
L& Descriptive Statistics

- You might want to give your analyses different names
B e e so they are not all called the same
e e - Double-click on the rows you want to rename and
T i e start editing
E--{&] Estimated Marginal Means
[ Title
18 1. Grand Mean
(& 2. Experimental group
g 3. weight
L& 4 Experimental group * Weight
E--{E] Profile Plots

o[ Title

- [[}) Experimental group * Weight

RQ 10: Effect of weight loss programme
Formatting tables

Double-click on the table you want to format to activate it

- To change the headings in the - To delete unnecessary rows or
table, double-click on the columns, select the respective
heading in question and edit cells and right-click to get to the

opfion Delete

Tests of Within-Subjects Effects

Tests of Within-Subjects Effects
Measure MEASURE_1
14aasure MEASURE_1
o Type Il
PamalEta  Sumof
Souree F sig Suuared  Squares o Wean Squarz ; } . -
Source 3
Weight Sphericity Assumed 176.263 000 740 228445 1 28405 e I ] T
GreEnnouse-Geisser  176.253 000 740 228445 1.000 228445 | BT 200 T80 2muas |
Huynh-Feldt 176.253 000 740 228445 1.000 228.445 000 1.000 220445 |
Lowerbound 176.263 000 740 228.445 1.000 228445 | 00 10d ou Ciiex
Weight*condition _phericiy Assumed 61.488 000 498 79695 1 79685 Waight *condition 000 Conr criec
Gresnhouss-Geisser 61488 000 498 79695 1.000 79605 | 100 100 by oty
Huynh-Feldt 61488 000 498 79,695 1.000 79695 i) & b 18 Dot Delete
Lower-bound 61.488 000 438 79695 1.000 79665 | L4 GIEL il B SelectTable
Error(Weight) Sphericity Assumed 80359 62 1296
Greenhouse-Gaisser 80350 62.000 1.206
Huyni-Feldt 80359 62.000 1.206 G 5
Lowerbound 80359 62.000 129
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RQ 10: Effect of weight loss programme
Formatting tables

To change the order of the rows or columns, select the respective cells and
drag them to the desired place

Tasts of Within-Subjects Effects Tests of WithinSubjects Effacts

Vi zaurs VESELRE 1 M s UEASLRE
ot o m
o w
ot o a
o
0o a
Emmtront

TR Tavie Preperies

For further changes, check out r—
the Table Properties... window s w— | =
by right-clicking on the table .

Tasts of Within-Subjects Effacts

T e ]

Tabls Prpsries
I CanPropnss PartalEt

Measurz: MEASURE_!

RQ 10: Effect of weight loss programme
Exporting graphs

Estimated Marginal Mesns

T Export Output ,.-_————-.——- ==

Objects to Export
O Al © Allyisible @ Selected

Estimated Marginal Means of MEASURE_1

Document

Type: Options:

[None (Graphics oniy) | [views of Models Honor print setting (setin Model V.
.
— Only graphics objects will be exported. Multiple

| coppas graphics file formats are available.
Paste Ater

R T —

1 2 Change Options.

Waight

Graphics

Type: Options:
UPEGHie Cipg) = [image size (%) [100

Convertto grayscale ‘Nu

Change Options...

| (Browse.

RootFile Name:{H\CtherT Senices\OUTPUT jpg

[] Qpen the containing folder

I Lox)

41

Right-click on the
graph fo show the
options and click
on Export...

In the document
section, select the
type None
(Graphics only)

In the Graphics
section, select the
type of format you
want to export to
Click on Browse...
to select the folder
where you want
fo save the
exported file to
Click OK




RQ 10: Effect of weight loss programme

Exporting tables

Measure: MEASURE_1

4. Experimental group * Weight

o| Emerimental group _ wosght __ ear 4 En
Gontrol 188718
107625
Teeatment 108375

Profile Plots

Copy Spedial
Paste Ater

(Croate/E e Autoscript
Estimated Marginal| s, ot

Export. Weigh!

o o J—

Objects to Export
[O Al O Alvisible ® Selected

Document
Type:

Options:

Word/RTF (*doc).

Layers in Pivot Tables

Honor Print Layer setting (set in

Web Report (*.htm or *.mht)
Paortable Document Format (* paf)
PowerPoint (*.ppt)

Text - Plain (* tt)

Text-UTFS (*bd)

I¥]

Wide Pivot Tables

Wrap table to fitwithin page mar.

Presenve break points and groups|Yes

Include Foatnotes and Caption

Yes

Views of Models

Honor print setting (setin Model

Text- UTFA6 (- bd) Page measurement units Millimeters
WordRTF (*.doc) Page orientation Portrait
None (Graphics only) Page width 209

Change Options...

Eile Name:|H:0therIT Senices\OUTPUT.doc

‘ Browse..

Graphics

o options available

[Z] Qpen the containing folder

L]

Right-click on the
table to show the
options and click
on Export...

In the document
section, select
the type of
format you want
to export to

Click on Browse...
to select the
folder where you
want to save the
exported file to
Click OK

Additional features of SPSS
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Syntax window

- File which gathers all the code produced during analysis
- Can be used to keep track of actions
- Can be used to reproduce analysis easily

- Can be used to modify output (especially graphs) without having to re-do

lots of steps

Additional Functionality

Find and Replace

Explore Data (including normality tests)

Crosstabs

Reliability Analysis
SPSS Settings
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Find and Replace

» Can exchange specific values of a column by finding and replacing them
+ Similar to recode info same variables

» E.g. changing coding of male gender from 0 to 2 in the pain medication
data

Find and Replace

{E2 Pain Medication.sav [DataSet8] - IBM SPSS Statistics [

File Edit View Data Iransform Analyze

- Undo ooz e ———— —)
5 rdcnon s O 4 S O o - & Pt s Relce- Ot Vi
Eile Edil Yiew Data Iransform  Analze O A cut Ciri+X.
| | L% m [l E & Copy ciriec @ Replace;
1: gender |D Copy with Variable Names Column: gender
Copy with Variable Labels
& age | & gencer | dllheatn | . Find: [o -]
1 32 [ 3 s -
2 2 Ll H Replace with: 2] -]
3 ] 1 3 Dle
a M i 2 & Clear Delete Il aich case
5 3t 1 3
2 nsert Variable s
s a 0 2 2
7 a0 1 3 [ Insert Cases
- o i : Find Next Replace Replace All Clos: Help
[ a2 1 3 oti+F < 1
10 a2 1 3 F2 =
1 43 1 2 CrieH

- Select the column in which you want to replace the values by clicking on the variable name

- Click on Find... in the tab Edit

- Select the tab Replace, then define which value you want to find and which value you want
to replace it with

- Click on Replace All to replace the values in the selected column
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Explore data

Presents descriptive statistics

Can return extreme values

Can create histograms, boxplots, Q-Q plots and stem-and-leaf plofs

Can test for normal distribution

Use Reliability data

Explore data

dstics Data
bnalyze  Graphs  Ulifies Esensions Window  Help

m

&

Reports
Deseriptive Statistics
Bayesian Statlslics
Taghes

Compare Means

- Select Explore... under Descriptive Statistics in the tab Analyze
- Select the variables you want fo explore in the Dependent List box
- Click on Stafistics and select the statistics you want to receive, then click

» = Al |
[ Frequencies. |
[ pescriptves. |
4 Elore

-)

Continue

- Under Plots you can add boxplots, histograms, stem-and-leaf plots, and

G i & 0= =)
DependentList —
& spo1
| & sno2
)
l Factor List
| -
[
Label cases by:
-

Displa:
[@ Both © statistics © Plots ‘

(Lo ) (easte ] (meoet] (cance | o |

normality tests, then click Continue
- Click on OK in the main window

2 Explore: Statistics

=]

Descriptives

7] M-estimators

Confidence Interval for Mean: %

Outliers
7] Percentiles
r N
) Explore: Plots =)
Boxplots Descriptive
© Factor levels togetner | | [7] Stem-anc-lea
© Dependents togetner | | ¥/ Histogram

@iione

[/ Normality plots with tests

Spread vs Level with Levene Test
@ N
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Explore data

Descriptives Extrame Values
Statistic Std. Error Casa
SDO1 Mean 3.088 0789 Humber Ve
65% Confidence Inteval  LowerBound 3610 o) e 0 u 50 Tests of Normality
for Mean 2 n 50
Upper Bound 4122 a i
E = 50 Kolmogorov-Smirnoy’ Shapiro-Wilk
5% Trimmed Mean 4.018 o 2 50
oo o0 C nl Statistic df Sig Statistic dr Sig
e P = : g SD01 287 118 000 831 118 000
Lowsst 1 13 0
St Deviation 8567 5 e e 5002 362 118 000 624 118 000
MO 20 3 5 20 5003 327 118 000 738 118 000
MEHTLT 20 [ L] 20 3004 361 118 000 623 118 000
Range 30 - e
SDOS 269 118 000 858 118 000
Interquartile Rangs 10 002 Hignest 1 n 50
Slennass oo 2 . o SDOB 326 118 000 685 118 000
Kurtosis 041 442 B 7 50 a. Lilligfors Significance Correction
8D02  Mean 4559 0586 4 9 50

- SPSS returns a table with the standard set of descriptive statistics

- If the Outliers option was selected under Statistics, SPSS displays the most extireme values for
each variable

- If the Normality plots with tests option was selected under Plots, SPSS returns Kolmogorov-Smirnov
and Shapiro-Wilk test results. In both cases, significant results indicate that the distribution is
significantly non-normal

- SPSS returns the requested plots

Crosstalbs

 Allows you to create tables which group the sample according to
categorical variables

 Simple version of custom tables

» Use pain medication data
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Crosstabs

£ Pain Medicationsav [DataSet3

Statistics Data Editor

£ tasets] - fdito 8 Crosmabs = #3) Crosstabs: Cell Display [ = ]
Eile  Edit  View Data Transform Analze Graphs  Utilites  Esensions  Window  Help
= = Rowis)
=) . pr} EEF Regorts » B P E Counts z-test
= = = & Aga in years (age] @ Treatment [condition]
5 L " | & Erecuancies | & Gender[genden ™ Siatses | [l Observed [-] Compare column proportions
d Bayesian Statistics 4 Descripties. il General heaith Mean] [ o
| glls... Expected Adjust pvalues (Bonferroni method
& ags | & gender Tagies ' | & Ee.. & Pain bafore reatment pa Column(z) D Erpecte [ e (BT e
1 2 0 Compars eans = & Changa in pain before-a 0 Dosage [@osagul LEomat | [T Hide small counts
2 32 0 General Linear Model » @ @ Less than =
3 » T e v | BT marss oot
Layer 1011 _
- [ Row [] Unstandardized
e [T Column [ Standardized
[7] Total [] Adjusted standardized
Noninteger Weights
7] Display clustered bar charts
Suppress fables @ Round cell counts @ Round case weights
() (e (e ) ) @ Truncate cell counts © Truncate case weights
— @ Mo adjustments

- Select Crosstabs... under Descriptive Statistics in the tab Analyze
- Add the variable Treatment and Dosage into the boxes for Row(s) and Coloumn(s)
- Click on Cells... to specify the content of the cells of the crosstalbs, in this case we want the

observed count in order to see how many people are in each condition, then click Continue
- Click OK

Reliability Analysis

« Allows you to assess internal reliability of a questionnaire with several items

* Returns Cronbach's Alpha

» Canrequest Cronbach's Alpha if items were deleted
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Reliability Analysis

5P5S Statisies Data

ok baims Guoks Uiifes Eusiom Window  teo |@ Dy e - - == 15 Reliability Anslysis: Stafistics [ = ]
] Regons ’ % = Te" |E| pems [reeres
£ Dgsrptve taisics , L 1@ | 7 r Deseriptives for r Inter-tem
Eavesian Stsncs B & 5001 o tiem [ Correlations
#50  Tagles » & s005 # SDOs ar = # sooe - -
T R 40 10 ggza: [¥l scale [] Covariances
e ] ' 10 50 [ Scale ifitem deleted
Gensraiged Linear Mossls ’ 50 40
50 50
Miged Models v - -
P Y o [ s = AMOVA Table
50 50 Scala labet [C] Means ® None
Begression ’ . |
Logiinear , ds |g K] Este ] [ Beset | (Cancat] _Halp [ Variances O Etest
:‘a"s';”"ﬂ"'” ' 0] 20 [7] Covariances © Friedman chi-sguare
g 40 30 i -
Dimeneion Redudion » [ correlations © Cochran chi-square
Scale ¥ | gesabiy anaiysis..
MNangaramelng Tests I e ey [7] Hotelling's T-square [T Tukey's test of additivity

[ Infraclass correlation coefficient

- Select Reliability Analysis... under Scale in the tab Analyze !

- Select the item variables you want to test and add them to the
box on the right

- Open the Statistics... window and select the statistics of interest,
then click Continue

- Click OK in the main window

Reliability Analysis

Reliability Statistics Inter-tem Correlation Matrix ltem-Total Statistics
) sDo1 | SDo2 | SDO3 | SDO4 | SDOS | SDOB Scale Comected Souared Cronbach's
1 Cronbach's Scale Mean ff  Variance if Itern-Total Multiple Alpha if tzm
Alpha Based 3 spot 1.000 450 449 320 297 274 ltem Delsted  Item Delstad Corrslation Corrslation Dslsted
on
Cronbachs | Standardized sDo2 460 1.000 438 459 17 476 5001 21763 5200 545 1% 522
Alpha {tems N oftems 5D03 449 438 1.000 265 204 301 4 5002 21189 6860 583 427 525
701 727 6 gliery 320 459 265 1.000 022 335 sD03 21.288 6.959 535 309 637
SDOS 207 17 204 022 1000 14 SDO% 21203 6933 380 210 575
SDOG 74 478 301 335 114 1.000 3005 Nnen 6962 290 135 713
Item Statistics
SDO6 21.280 6.972 428 254 663
Mean  Std. Deviation N
5001 3.966 8567 118
s002 4558 6477 118 Scale Statistics
2 SD03 4441 8608 118 Mean | Varance St Deviation | N oftems
SDO4 4525 8135 118 5 25729 9.069 3.0429 6
sD05 3788 10115 118
SDOE 4449 7578 118

- The first table shows the overall Cronbach's Alpha, when all 6 items are included

- The second table depicts item statistics, the third table shows the requested inter-item
correlations

- Inthe last column of table 4 you can find the potential Cronbach’s Alpha when deleting the
respective item

- Table 5 shows the statistics of the scale when including all 6 items
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SPSS Settings

» Can set defaults for the formatting of charts, tables, outputs generally, etc.
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Further Exercises

1. For the condition variable in the pain_medication file, find and replace the
control group’s value from 0 to 1 and the treatment group’s value from 1
fo 2.

2. Inthe pain_medication file, create crosstabs with the categorical variables
gender and general health to find out how many participants fall into
each group.

3. Inthe breakfast file, explore the satiety variables and check whether they
are normally distributed. Use a syntax file to perform this task.
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