SPSS: Up and running for academic research

Jacqueline Murphy

With thanks to Kerstin Frie and Rachel Pechey

OXFORD

SPSS

« SPSS is a widely used statistical software package produced by IBM
 Allows you to perform the most common statistical calculations

* Intuitive point and click interface - no coding needed (but is an option)

SPSS is available for Windows and Mac, works in exactly the same way on
both systems




Structure of this Course

» The course is structured around a series of Research Questions (RQs)

* In-person sessions:

« |Instructor-led demonstrations

» Give-it-a-go exercises with trouble-shooting help

* Handbook:
+ Contains all computing steps for the demonstrations and exercises

» Glossary of statistical concepfts

https://skills.web.ox.ac.uk/spss-up-and-running-for-academic-research-course-pack

Research Questions Organising Data Descriptive Analysis |Graphing Simple Stats Associations ANOVA Output Usage
RQ1: Frequency sweet vs savoury Compute vaAriabIes Bar chart
breakfast Recode variables
RQ4: Differences in height by gender ~ |Compute variables Independent-samples t-test
RQ 6: Relationship general pain and pie chart partial correlation
age, controlled for health
) . Cleaning output
e 1:"::::“ Cilielahtio=s Merge files Repeated /mixed ANOVA  |Formatting tables
Proe Exporting graphs and tables

Additional Features

Find and Replace

Explore Data
Crosstabs




Before we start...

Please feel free to ask clarifying questions during demonstrations

» Please do ask for help during the give-it-a-go exercises

All data are adapted from SPSS example data sets or fabricated

Please feel free to save the example data on a USB drive so you can use it
at home (tip: keep a *master” copy of the original unedited data)

Statistical concepts we will be using

* Mean/Standard Deviation/Variance
» Between- vs Within-Subjects Variables
» Significance level and p-values

« Confidence Intervals

o t-fests

« Correlations

+ ANOVAs

* Regressions




Getting started in SPSS (demonstration)

» Using Data in SPSS
* Import the Import.xisx file info SPSS
* Open the Breakfast.sav file in SPSS

» Data vs. Output
» Compute the frequency of a variable using Analyze -> Descriptive Statistics...
» Take alook at the Data and Output windows

« Variable view
» Inthe Variable View of the data window, create a new variable named age
» Define the variable age as numeric, with 0 decimals, at scale measure

RQ1: Frequency Sweet vs Savoury Breakfast

* Data set of 31 participants’ breakfast consumption over 40 days

» 11 variables: gender, satiety of sweet & savoury breakfast, breakfast units split up
by breakfast items: 3 x savoury, 5 x sweet

I® Do participants consume predominantly sweet or savoury foods for breakfast?
+ Compute averages sweet vs. savoury foods
» Compute difference sweet vs. savoury foods
» Recode difference score into a categorical variable
* Bar chart: Frequency predominantly sweet vs. savoury foods




RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: average sweet items

Go to Transform and select G = 5 = &) - Enteratarget
. - g AL~ - - - - - - - .
Compute Variable... variable name
Target Variable: Numeric Expression .
13 breakfast sav [DataSet6] - 18M SPSS Statistics Data Editor e sweet ] - [NT+RI+DP-GDCONY - Double-click on
Ele EOl View Data Iransfrm  Analze DitectMarkeling  Graphs fh e ﬁve SWeeT
= 0 [ & Gompute Variable & Gender[genden]
= H = . 3 Programmabitiy Transformation. n & Weight weignt « Funct . breo kaST
16 1 [ count vatues within Cases. | & Hours of satiety afte unction group: - II A
[ 2 qonier & Hours of sasy afte Al variables to add
1 1 i 0 & Nutella toast units o Arithmetic ]
5 5 | B Recose ito Same vanties b # Fuitand joghurtuni D CDF & Noncentral CDF them to the
3 1 | Bl Recode into Diterent variabies. b & Danish pastry units B B gz:‘&’fsﬂ’:emme .
4 2 | B swomaticRecose b ﬁ Siazed donuunts .. b i numeric
5 1 | Create Dummy Variables 0 & huocadotoast units @ Date Creation =] eXpI’eSSion bOX
6 2| M visual Binning. d & Bakedbeans ontoa . [—l Eunctions and Special Variables: lI
7 1| B optimat Binning 0 & Toastwitn cheese a... B B 0 Delete - Enter "+" between
8 2 Prepare Data for Modeling » P I .
s ; [FRmcees b the variables to
1 1] [ e o add the values
12 2 | Create Time Senes b
13 1|8 Reptace Missing Values b and pu’[ brackets
14 2 | @ Random Number Generators. o
18 1le o ‘ @(uptiuna\ case selection condition) ‘ GrOUnd O”
16 2 U Y ol .
" T 310 0 variables, then
", % = % =
19 1 93.00 280 2% = — = — — divide by 5
2

2 57.00 310 320 - C||Ck OK

i

RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: average savoury items

62 "breaktaseso atases] - 5N 5755 Svatisics o s A

Flle  Edit View Data Transform Analze DirectMarkeling Graphs L

(@ corpoe v D e 0 ) Select Compute

== ) B Compute Variable. .
= H& . h Variable... from the
7 Target Variable: Numegric Expression
Count val ithin C: L—
oo | E;‘:"Va‘:::sw‘ s I 0] - [uEsaTET.ICH) tab Transform
1 1 =
1 | e o gamovaraie - Enter atarget
4| Bl Recods into Different Variables & Gender [gender] » 1
2 | Automatic Recode: & Weight [weight] T I varia ble name
& Hours of satiety afte H
; Cveate Dummy Variables B Hours ofesticy ots @ ;,:‘Scena,\;e‘uus i - Flnd The Meon
2 : B8 visual Binning @ Nutelatomst units o Missing Values I f 1_ . Th
B Optima Binning & Fruitand joghuttuni [3 @ PDF &Nonceniral PDF i uncrion in the
8 2| prepare Data forodeling » & Danish pastry units . Random Numbers . "
@ Glazsd comitunis s = () o unction group
& Chacolate cereal un I Ty
# ot i ) l0J e JL) Stastal 5 | Statistical
§ Baked beans on toa. ™ [—] Functions and Special Variables: .
& Toastwith cheese a... B Doleie Ghvar - Double-click on all

& AVG_swest WMax

MEAN(numexpr.numexprl..J). Numeric. Retums the Wean I fhe VOriO b |eS yOU
arithmetic mean of its arguments that have valid, Modian I A N
values. This funclion requires two or more
arguments, which must be numeric. You can speciy a Min I want to include in the
minimum numboer of valid arguments for this function to be Sd H
vt sum I calculation, make
Variance
I sure they are entered
‘ (i) tomtionai case selection condition) ‘ |

| between the
_ __ 1 brackets, separated

- by commas
- Click OK




RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: difference sweet vs. savoury
R I 1 - IBM SPSS Statisti feams 20 |
File Edit View Dsla Transform  Analyze DireciMarketing Graphs L . . _ . . - . .- Selecf Compufe
== ), [T B Compute variane r@ Compute Variable - . ' . =) .
= H & . b - - L Variable... from
7 arget Variable: lumeric
e | e v s T || Dr.wesssen G st e the tab
; ; [ Recode into Same Variables. TrCInSform
3 1 | Recode into Difierent variables & Gender [gender] pv _ EnTer a TOrgeT
7] 2 | Automatic Recode & Weignt [weight] Erimeen .
5 1| EH create DummyVariables %:2:22::::?;:2: T ] :' variable name
6 2| b2 Visual Binning . rithmetic H
: [ re——— p it ritenacer | | - Double-click on
B 2 | ropare Da or oasing , 4 oanen sy o the variables you
A cmoue || Wanf foinclude
& Baked beans ontoa Functions and Special Variables: in The Co|cu|oﬂon
& Toastwith cheese a 7 [scasemm =
& AVG_sweet sDate m - Add RS beTWeen
& AG_savory $Datel1 | .
s the variables to
ysmis |
$Tm | substract one
- ‘ value from
‘ (nphnna\case selection condition) ‘ Arsin ay Onofher
( !
.l - Click OK
RQT: Frequency Sweet vs. Savoury Breakfast
Recode variables: sweet vs. savoury
B P e EsTTEsIImmn -  Select Recode into Different Variables... from the tab Transform
File  Edit yu:;l ga Transform  Analize DirectMarketing  Graphs  Utilties - Add fhe VOriOble you Wonf fo recode fo The m|dd|e box
SHE Q“m"“‘”’”“'j i & . Choose aname for the output variable (recoded values)
(22 weignt i e e = - Optional: add a label fo remember what the variable consists of
i : 2 EZ:fm‘::l\]:;.sameVanames b - C“Ck Chc’nge
T ? - Click Old and New Values... to define the recoding
7] D 14 [ Automatic Recode 9 :
— . oreats Dummy Vanaoies ; 12 Recode into Diferent Variables ! - ==}
o p i i visual Ginning g Mumeric Yariable -= Output Variable:
7 Db i ¢ Optiml Binnin 12 & Genger[gende = = = - Output Variable
8 p 10 Efepare DataerMnneung 3 7 & Weight weight] Difi_SweetSavory — SwestSavoury Mame:
g p 12 B4 Rank Cases 3 &5 Hours of satiety a..
0 Db 13 — M &> Hours of satiety a Label:
1 D 2 - FE T e L = 6 & Nutella toast unit —

& Fiuitand joghurt ...

gi9 Danish pastry uni...
f Glazed donut unit
f Chocolate cereal
gi9 Avocado toast uni...
& Baked beans on t.
4 Toastwith chees
AVG_sweet
gAVG:savory - | (optional case selection condition) ‘

0k | paste || Reset [cance | rets
T T

Predominantly sweet or s




RQT: Frequency Sweet vs. Savoury Breakfast
Recode variables: sweet vs. savoury

p—
G Recode into Different Variables: Old and New Values_u

)

r Old Value New Value
© Value: @ Value |1
© System-missing
© System-missing © Copy old value(s)
@) System- or user-missing
© Range: 0ld —= MNew:

0.000000001

@ Range, LOWEST through value
& Remove
-0.00000001

@) Range, value through HIGHEST:

Lowest thru -0.00000001 —=1

thru Highest —= 2

[] output variables
@ Al gthervalues [l

[Qominue][ Cancel H Help ]

are strings

- = = = — — ——

- A new box will have appeared
- Select Range, LOWEST through

- Enter “1"into the box Value in

- Select Range, value through

- Enter "2"(or any other value but

- Click Continue to get back to

- Click OK to start the recoding

value and enter a negative
value close to zero

the section New Value and then
click Add to confirm this
recoding

HIGHEST and enter a positive
value close fo zero

1) into the box Value and add
this recoding to the box

the previous dialogue

i

RQT: Frequency Sweet vs. Savoury Breakfast

category Bar in order to see the
different bar chart options

- Double-click on the simple bar chart
(top left)

- Drag the recoded variable from the
variable list to the x-axis

- The y-axis should automatically
change to Count

£ “Breakfast.sav [DataSet?] - IBM SPSS Statistics Data Editor N
Flle Edit View Data Transform Anahze Graphs  Uiiies Extensions  Window 1@ Chart Builder (S
| e il Chant Builder.. Variables Chartpreview uses example data Element Froperties i
— = By e - P Char. | Options
- g Template Chooser. & Hours of satielya_ [ Simple Bar Court = Edit Properties of
|32 Predom | [ weibull Plot & Nutella toast unit Bari =
bavoury | ST | £F0 [ L 0P| e — & Fruitand joghurt Xexis1 (Bart)
3 210 12 1 1 & Danish pastry uni Y-Axis1 (Bar1)
Legacy Dialogs » & Glazed donut unit Tita 1 =
2 3.90 " 8 1 & Chocolate cersal
Statistics
3 410 10 8 6 4 5 12 3 7 & Avocado toast uni Variable:
n 420 14 10 1 2 5 1 7 9 4 Baked beans ont Statistic:
& Toastwith chees... [count ~
. &> Predominantlys... |~
- Select Chart Builder from the tab I BmE
H Category 2 Category 1 Category2 | [More. HEsmegreiee
Graphs e
- In the bottom section, choose the

Gallery [Easic Elemems”&mpsrmlnwmesfmwzs}

Choose from

Favorites —
Bar |
Line HHH

Area

b

Bar Style
PiesPol -
o[ [2 0 [ © 0 LT
Histogram all oo
High-Low
Boxplot
Dual Axes
(Lox J[ paste ] Beset ] (cancel] e ]

- Click “OK*

T i T i i,



RQ2: Breakfast Units

+ Same data set as RQ1

1"~ Do participants consume more than one unit of breakfast per day?
» Compute variables: sum of breakfast items
* Get to know the data: Descripftive statistics of each variable

* One sample t-test: Did the participants consume more than one unit of
breakfast a day (i.e. 40 units over 40 days)?

RQ2: Breakfast Units

Compute variables: sum of breakfast items

12 “breakfastsav [DataSets] - BM SPSS Statisics Data Ed

S D [HRE s veane ¢
,, [=

7

1

3

& gender

o Target Variable: MNumgric Expression.
Count Values within Cases.
anvanes "] Sum_Units| _ [NT+F1+DP+GD+CC+AT+BET~TCH
Recode into Same Variables...
Recode into Different Variables.
FE Automatic Recode & Gender [gender] Y
Create Dummy Variables & Weight [weight]
[}§ visual Binning, & gpurs of satiety afte Function group
B¢ Optma Biming. || | & purs of satiety afte - 3
Prepare Data for Modsiing > | | naeiia toastunis o Arithmetic
| & Fruitand joghurt uni CDF & Noncentral CDF
& Danish pastry units .. Gonversion
(l & Glazed donutunits Current Date/Time
| & Chocolate cereal un... Date Arithmetic -
& Avocado toast units Date Creation _
f Baked beans ontoa... - Functions and Special Variables:
& Toastwith cheese a... . En Detete 5Casenum -
f AVG_sweet $Date &
& WiG_savory 5Date11
& Diff_SweetSavory $JDate
1 &; Predominantly swe. $Sysmis
$Time
Abs
1 Any
pplymodel
1 | (nmmna\ case selaction condition) | Arsin a
i (Lox ] (easte) (eset (cancet] (et ]

Select Compute
Variable... from
the tab
Transform

Enter a target
variable name
Sum-Units
Double-click on
all breakfast
variables to add
them to the
numeric
expression box
Enter “+"
between the
variables to add
the values

Click OK




RQ2: Breakfast Units
Descriptive Stafistics

£ "Breakfast sav [DataSet2] - IBM SPSS Statistcs Data Editor

File EOt  View Data  Transform Analze  Graphs

Uliies  Extensions  Window _ Help

= £, Reports.
ShHe W e q o :
| Desaiptive Statistics [E Erequencies.

32: Predom Bayesian Statistics " | (@ pescriptes
,mm S| Tapes b | e,

@ Descriptives Ii‘

Variable(s).
47 Hours of satiety a.. [ 6593\-"'“ Units

& Nutella toast unit.
@f Fruit and joghurt .
f Danish pastry uni
f Glazed donut unit...
49 Chocolate cereal
& Avocado toast uni...
g? Baked beans ont
& Toastwith chees... ||

[T] Save standardized valuss as variables

IOK Paste || Reset || Cancel || Help

r
G Descriptives: Options.

B

[ Mean [C] 8um
Dispersion
[ Sid deviation [ Minimum
[] ¥ariance [ Magimum
[7] SE mean

|

Distribution
[] Kurtosis [7] Skewness

Display Order —————
@ variaple list

© Alphabetic

© Ascending means
© Descending means

(

continue | [ Cancel || Heip |

Select Descriptives...

under Descriptive
Statistics in the tab
Analyze

Add the variable
Sum_Units to the
Variable(s) box

Click on Options... Select
the statistics of interest,
then click on Continue

Click OK

RQ2: Breakfast Units

One-sample t-test

File

32

Edit  View

HE M e

sum_units

Data Transform  Analyze

Graphs  Utilties
Power Analysis
Weta Analysis
Reports

&
Descriptive Statistics
Bayesian Statistics
Tables
Compare Means and Proportions
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear
Neural Networks

Classify

>

P I

Extensions  Window  Help

: EE \I‘\‘ﬂ‘%g Qsearcha -

L Means...

|8 One-Sample T Test
Independent-Samples T Test
TH] Paired-Samples T Test...
[ One-Way ANOVA.

[ One-Samgle Proportions...

Independent-Samples Proportions.

IE] Paired-Samples Proportions.

Double-click on the Sum_Units variable to add

it to the box

Enter the value against which you want to test
the data in the Test Value box, in this case 40

Click OK

| R One-Sample T Test

& gender

& weight
4 satietysweet

é’ satietysavoury
| @NT

& FJ

& DP
| &cD

& cc
| @ AT

& BBT

& Tru

Test Variable(s):
f Sum_units

Test Value: [“] Estimate effect sizes

Select One-Sample T Test... under Compare
Means and Proportions in the tab Analyze




RQ2: Breakfast Units
One-sample t-test

One-Sample Statistics

Std. Error
N Mean Std. Deviation Mean

Sum_Units 31 56.03 6.585 1.183

One-Sample Test

TestValue = 40
95% Confidence Interval of the
Significance Mean Difference
t df One-Sidedp  Two-Sided p Difference Lower Upper
Sum_Units 13.555 30 <.001 <.001 16.032 13.62 18.45

i

SPSS returns a table with statistics,
a table with the test results and a
table with effect sizes

The second table gives the p-
value for this two-tailed test in the
column Significance (Two-sided
p), if this value is below 0.05, it is
considered significant = the
sample's mean is significantly
different from the value against
which it was tested

In this case, we find that the
participants ate significantly more
than 40 breakfast items across the
40 days of the study

RQ3: Effect of Food Types on Satiety

- Same data set as for RQ1 and RQ2

« Data on satiety of sweet vs. savoury breakfast

1" Do sweet or savoury foods fill you up for longer?

» Paired-samples t-test

10




RQ3: Effect of Food Types on Satiety
Paired-samples t-test

Analyze  Graphs  Utilities Extensions Window Help
Power Analysis > A Al Iz‘ Q Searct
01 @ Searcha
Meta Analysis > g ut
Reports > - Click OK
A ar var var var
Descriptive Statistics >
ST 3 Paired-Samples T Test
Bayesian Statistics >
Tables >
Compare Means and Proportions > [1] Means .. ﬁ) Qﬁﬂd:f =
weight
General Linear Model > [ One-Sample TTest AT
Generalized Linear Models > T e
i >
zacbicdes i Paired-Samples T Test.. @ NT
Correlate > FJ
[ One-way ANOVA &
Regression > - & DP
orime & [ One-Sample Proportions... & GD
Neural Networks , [ Independent-Samples Proportions. . &ce
Classify 5 ElPaired-Samples Proportions... & AT
= & BBT
& TCH
H & Age
Select Paired-Samples T % a6 swset
Test... under Compare & AVG_savory

& Diff SwestSavory
& Predom sweet or sav [SweetSavo v

Means and Proportions in the
tab Analyze

- Double-click on the two satiety variables to add
them to the two columns of the box

Paired Variables:

Pair Variable1 Variable2
1 & [satietysweet] ¥ [satietysavo...
2

[] Estimate effect sizes
Calculate standardizer using
@® Standard deviation of the difference
O Corrected standard deviation of the difference

O Average of variances

RQ3: Effect of Food Types on Satiety
Paired-samples t-test

Paired Samples Statistics

results and one with effect sizes

Mean ] Std. Deviation  Std. Error Mean
Fair1 satietysweet 2.931 31 5036 0904
satietysavoury 3.545 31 5662 A017
Paired Samples Correlations
Significance
I Correlation  One-Sided p  Two-Sided p
Pair1  satietysweet & kil .838 =.001 =001

satietysavoury

11

- SPSS returns four tables, one with statistics,
one with correlation results, one with the test

- The main results are in the third table Paired
Samples Test (see next slide)




RQ3: Effect of Food Types on Satiety
Paired-samples t-test (cont.)

Paired Samples Test

Faired Differences Significance
95% Confidence Interval ofthe
Difference
Mean Std. Deviation  Std. Error Mean Lower Upper t df One-Sided p Two-Sided p
Pair1  satietysweet- -.5645 3104 0558 -6784 -.4507 -10125 30 =.001 | <.001 I

satietysavoury

- SPSS gives the p-value for this two-tailed test in the column Two-Sided p, if this
value is below 0.05, it is considered significant, i.e. the two samples tested are
different from each other

- Inthis case, we find a significant difference between the satiety after savoury vs
sweeft food, whereby the savoury food kept participants full for longer

i

RQ4: Effect of Gender on Height

» Data set of 104 boys and girls aged 2-9
- 3 variables: Age, Height and Gender

» Height measured in inches

I® |5 there an effect of gender on height (in cm)?
« Convert height measurements from inches to centimeters
* Independent samples t-test

12



RQ4: Effect of Gender on Height

Convert Measurement

3 Age Height Gendersav [DataSetl] - 1BM SPSS Statistics Data Editor |

File Edt View Data Transform Analyze  DirectMarketing Graphs  Utilties

= ) B Compute Variable
SEe L] : K &

[s \

[ Count Values within Cases.

#0304 shinvaues [
; i [E Recode into Same Variables.
3 o |[E Recode into Different Variables
a 2 | [ Automatic Recode.

- Select Compute Variable...
from the tab Transform

- Enter a target variable name

- Double-click on Height_Inch
variable to add it to the
numeric expression box

- Multiply with 2.54

- Click OK

»

r@ Compute Variable ==)

Target Variable Numegric Expression:

Height_cm _  |Height_ncn =254

& Age P

& Gender "

& Height_Inch Function group:
All -~
Arithmetic i
CDF & Noncentral CDF
Conversion
Current Date/Time
Date Arithmetic
Date Creation =

| (uptiunal case selection condition)

Eunctions and Special Variables

RQ4: Effect of Gender on Height
Independent Samples t-test

#3 independent-Samples T Test *

Analyze Graphs  Utiities Extensions  Window  Help
Power Analysis > B [a] (7 o
| BE Aol
Meta Analysis >
Reports >
= var var var w | & Age
Descriptive Statistics > & Height_Inch
Bayesian Statistics >
Tables >
Compare Means and Proportions > [ eans...
General Linear Model > [l One-Sample T Test...
Generalized Linear Models > [ ————
Mivod Mndale s =

Test Variable(s)

& Height_cm
+
Grouping Variable
| [Comietiz) l

Define Groups

Estimate effect sizes

43 Define Groups x

@iuse specified values

O Cut point:

- Select Independent-Samples T Test... under Compare Means and Proportions in the Analyze tab
- Select the Height_cm variable and add it to the Test Variable(s) box
- Select the Gender variable and add it to the Grouping Variable box
- Click on Define Groups... to open the dialogue on the right, enter the values defining the two

groups, in this case 1 and 2
- Click Continue and then OK

13




RQ4: Effect of Gender on Height
Independent Samples t-test

Group Statistics - SPSSruns the Levene's Test for Equality of Variances,

conger N Mean | std Deviation | std. Error Msan since this test is not significant (Sig. value above 0.05),
Height_cm  Male 58 1085517 1526281 200411 we use the t-test outcomes of the upper row (equal
Female 46 115.9565 16.26579 2.39826

variances assumed)

Independent Samples Test
Levene's Test for Equality of
Variances ttestfor Equality of Means
95% Confidence Interval of the

Significance Mean Std. Errar Difference
F Sig i df One-Sided p - Two-Sided p Difference Difference Lower Upper
Height_cm  Equal variances assumed 289 592 -2.387 102 008 | 019 I -7.40480 310233 -13.55826 -1.25134
Equal variances not -2.369 93.714 .010 -7.40480 312538 -13.61058 -1.19901

assumed

- SPSS gives the p-value for this two-tailed test in the column Significance (Two-Sided p), if this value
is below 0.05, it is considered significant = the two samples tested are different from each other

- Inthis case, we find a significant difference in height between the groups, whereby the girls are
on average taller than the boys

i

RQS5: Relationship of Age & Height, by gender

e Same data set as RQ4

I® |5 there a correlation of age and height? Is this dependent on gender?
» Splitting file: by gender (changes how the results are displayed)
 Bivariate correlation
» Scatterplot

14



RQS: Relationship of Age & Height, by gender
Splitting file by gender
Fie Edit View Data Transform Analyze Graphs Uilties ) ) )
H (%] [3 Define Variable Properties ] R split File x
L o " 2 Set Measurement Level for Unknown_.. B selecf Spllf
& Age Eb(:g'wna‘a s [ Flle in fhe & Age O Analyze all cases, do not create groups - SeleCT The Op“on

c 2 2 ves

2 2 s tab Dat | & Height Inch ® Compare groups Compare groups
3 2 [} Define date and time. a ara & Height_cm 5 .

PR By - O Orgarize output by groups - Double-click on the
= 5 17 Define Mutiple Response Sets... | 8

: 2 Veldaion B _ Iim Blased(ou; | gender variable to
7 2 EE Identify Duplicate Cases... | Gender .

: i F3 ldentify Unusual Cases Odd it to the box
10 2 & Compare Datasets - C“Ck OK

1; i (5 Sort Cases... | @ Sort the file by grouping variables

= 2 EH Sort Variables... | O Eile is already sorted

14 2 =] Transpose....

15 3 I3 Adjust String Wicths Across Files Current Status: Analysis by groups is off.

I N b i ) _

18 3 FH Restructure.

;: 3 [E3 Case Control Matching.. | | Paste ‘ ‘ Reset ||Caﬂce|‘ ‘ Help |

B 3 3 Rake Weights . -

22 3 EE1 Aggregate..

z 3 Orthogonal Design >

2‘; z 3 split into Files

26 3 i Copy Dataset

27 3 . . .

a e - Lower right corner of the data window should now read “Split by Gender”
= 4 Select Cases...

30 4 v

i,

RQS: Relationship of Age & Height, by gender

Bivariate correlation

File Edt View Data Iransfom Analyze Graphs Uilties Extensions Window Help [ swvariote Conrlations < |

= R R T e

Meta Analysis

7 & Gender & Height_cm
& Age & Gender & Height In ety = ’ = p— e & Height_inch (@ Age

; ; 1 E Descriptive Statistics > r P 1 ;
3 2 1 Bayesian Statistics > ¥
g 2 1 Compare Means and Proportions >
6 2 1
7 2 1 General Lnear Model ’ Correlation Coefficients
s 2 4 Generalized Linear Models > )
9 3 1 Mixed Models N Pearson [] Kendall's tau-b [] Spearman
13 g 1 Corelate ? [ Bvariate... Test of Significance
= 3 1 Regression > [ Partial. ® Twotailed O One-tailed
E 2 1 :E:I:;;mmka z [ [Eers [ Elag significant coelations [] Show only the lower tnangle [
15 3 1 —_— R [E3 Canonical Correlation ‘ o~ I - {I'__-u_-_ ] I o

- Select Bivariate... under Correlate in the tab Analyze ) Bt Comsintons: Optons ”

- Add the variables Height_cm and Age to the box on the right Statisics

- Optional: Click on Options... to add statistics to the output, then ‘féﬂ”iﬁ.";.‘..stﬂ:dﬂf.t‘.ﬁsv!ﬂ”:ﬂ%

. . Cross-product deviations and covariances
click on Continue B
- Select the correlation coefficients you want to have calculated, | ®Exclude cases gainvise
in ﬂf“s case Pearson | OExclude cases listwise

- Click OK

15



RQS5: Relationship of Age & Height, by gender
Bivariate correlation

Correlations

Descriptive Statistics

Gender Mean Std. Deviation N
Male Height_cm 108.55 15.263 58 . . . . .
rge 531 2200 56 - SPSS returns two tables, the first shows descriptive statistics,
B+ s T o s the second presents the correlation results
- The tables are split by gender, SPSS returns correlation
Correlations coefficients for males and females separately
A ”E‘g“‘fﬂj‘ —*‘;‘BE— - The first row Pearson Correlation is the Pearson correlation
e om0 coefficient, it indicates the direction and strength of the
N 58 50 associatfion
Age Pearson Correlation 988 1 . .
! s et o - The second row Sig. (2-tailed) shows the p-value
N 53 58 - The third row N shows the sample size for each calculation
Female  Height_em  Pearson Correlation 1 994 . . . .pe oy
oty (otm1e) 0o - In Thls.cqse, we fmd that the 5|gn|f|cc|nﬂy positive .
N s 4 association of height and age exists for both boys and girls
Age Pearson Correlation 994 1
Sig. (2-tailed) 000
N 46 46

**_Correlation is significant atthe 0.01 level (2-tailad).

i

T i T i i,
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RQS: Relationship of Age & Height, by gender
Scatterplot

File Edit View Data Transform Analyze Graphs Utilities Extensions Windo

=] =) g = % DE dbchan Buider.. ] [@owenin =

. : o [E Graphboard Template Chooser... E Variables Ghart preview uses example data Element Properties  Chart Appearance  Options

& Age & Gender ¢ Height_Inch ¢ He VBVE:;:;;";::’ Map... ﬁgﬂ;‘dy Scatter Plot of Age by Height_g Epi‘“ﬂ:""*"‘“ a: o
1 2 1 33.86 4 Height_Inch X-Axist (Point1)
2 2 1 34.25 E Compare Subgroups & Hs\gm;m P Y-Axis1 (an‘m v
3 2 1 35.04 . . 7Stan5u:s
i 5 B adRe [EZl Regression Variable Plots T O

Filter by: Statistic:
Value -
. I Female o

- Select Chart Builder from the tab Graphs Eror Bars Roprasent
- In The bOTTom SeCﬁon' Choose The Gallery Basic Elements Groups/Point ID  Titles/Footnates ¢

category Scatter/Dot in order to see the Ghaose fom °

different scatterplot options i @ ﬂ o
- Double-click on the simple scatterplot e -

(top left) St (11 ] g
- From the list of variables, drag the e P

variables age and Height_cm to the o | Scter P Qe Clsubgroups

g?cgoplr(ev'ew
- ic : - - -




RQS5: Relationship of Age & Height, by gender

Scatterplot

Age

2
80.00 20,00 10000 110.00 120,00

Scatter Plot of Age by Height_cm

Gender: Male

130.00 14000
Height_cm

Filterad by variable

Scatter Plot of Age by Height_cm

Gender: Female

0.00

10000 11000 12000 130,00 14000
Height_cm

Filtered by variable

- Optional: double-click on the charts to look at formatting and layout options

150,00

i

RQ6: Association of pain & age, controlling for health

« Data set of 60 participants from a pain freatment study

« 7 variables: age, gender, general health, condition (control or freatment),
dosage (low or high), pain at baseline, pain change after treatment

I® |5 there an association between pain and age, while controlling for

general health?
» Pie chart: general health

» Partial correlation: age and baseline pain, controlling for general health

17




RQ6: Association of pain & age, controlling for health
Pie Chart

File Edit View Data Transform Analyze Graphs Utilities Extensions Windo
& Chart Builder x
H [E‘] g W % TE alghar Buider . El
LI = ====| = Variables Ghart preview uses example data Element Properties Chart Appearance Opfions
B G Template Chooser__ = —
e 2 Gimgry[ggmle" =~ Pie Chart Count of General health Edit Properties of
[i%<| Relationship Map. .. il & ~
& Age & Gender ¢ Heightinch ¢ He ‘== P Map 1 General heatth [ Polarntenvalt
[ weibull Plot & Treatment [con Angle-AxisT (Polarintenal)
1 2 1 33.86 Sio o] GroupColor (Polar-nterval)
osage [dosage ° v
2 2 1 3425 Compare Subgroups & Pain before trea. . Statistics
3 2 ! 35.04 & Change in pain
EX Regression Variable Plots e Ian ke Variable:
‘ ? ! 4RR EdReg Filter by Statistic
Count v
‘ l £ Poor Set Parameters
H Fair
B Good

- Select Chart Builder from the tab Graphs

Gallery  Basic Elements  Groups/Point D Titles/Footnates

- In the botffom section, choose the category e
Pie/Polar o @

- Double-click on the depicted pie chart e

- From the list of variables, drag the variable :qugvaém
General health to the chart preview glzhn—‘f;wm

- Click OK Dk s | P

RQ6: Association of pain & age, controlling for health
Partial Correlation

File Edit View Data Transform Analyze Graphs Utiities Extensions Vindow Help

T i T i i,

- Select Partial... under Correlate in the tab Analyze
- Add the variables Pain before freatment and Age in years to the Variables box
- Add the General health variable to the Controlling for box
- Optional: Click on Options... to add statistics to the output, then click on Continue

- Click OK

18

HE [ P > g = 419 E %3 Partial Correlations
> M i —
Mets Aneiynie > 15} Partial Correlations: Options
Roport >
& 350 & gencer lheam o 1 s e Variables:

= . e & Gender [gender] & Pain before treatme. . Statistics ——————————

1 2 0 3 gscriptive Statist > 40 .
: ) scrptive Statistics 4 & Treatment [condition] | [ g | | & Agein years fage] [¥ Means and standard deviations
2 2 0 2 Bayesian Statistics > 30 .
3 1 1 1 i , 80 d Dosage [dosage] [] Zero-order correlations
s 3 1 2 10 & Change in pain befo...
3 5 ‘ 3 Compare Means and Proportions > 4 Missing Values ———————
= = Controlling for:
s EY 0 2 General Linear Mode! LT d © Exclude cases listwise
7 0 1 3 P 70 General health [heal N
! 4 ! 2 Generalized Linear Models > - @ Exclude cases pairwise
$ ° ! 2 Moged Models > |29 +
oa o e 5 B
:; .: : ; i , EPual Test of Significance
= > - 5 Loghnesc * [ Distances g
5 - o 2 Neural Networks * 3 Canonical Comelation @® Two-tailed © One-tailed
- e - Classify > an
[¥ Display actual significance level
)




RQ6: Association of pain & age, controlling for health
Partial Correlation

Farial corr - SPSS returns two tables, the first shows
Descriptive Statistics descriptive stafistics, the second presents
Mean |Std Deviation | N the correlation results
. . et L - The first row of the correlations table
General heatth 23500 73242 &0 shows the correlation coefficient, it
indicates the direction and strength of
Correlations R the association
GomrolVariables reament  Age n years - The second row Significance (2-tailed)
. General health  Pain before treatment :;rﬂr?::::e e 1.000 ShOWS fhe p-VOer
T 5 = - The third row df shows the sample size for
Age inyears Correlation 511 1.000 each calculation
s = ; - In this case, we find a significant positive

relationship between age and pain,
while conftrolling for general health

i

RQ 7: Reaction time to emotional facial expressions

» Data set of 141 participants: reaction time study

» Participants had fo identify emotional expressions of different intensities, reaction times
were measured

» 3 variables: gender, reaction time and intensity of emotion

I® Do gender and emotion intensity predict reaction time?
+ Getting to know the data set: Frequencies
» Boxplot: Finding outliers
» Sorting and Selecting Cases
» Linearregression, outcome: reaction time, predictors: emotion intensity and gender

19



RQ 7: Reaction time to emotional facial expressions
Frequencies

-
@ Frequencies
Analyze Graphs  Utilities Extensions Window Help

? Power Analysis z % E m‘a%] w\_g) |z| E | Variable(s)

Meta Analysis &3 Participant 1D [ID] f Reaction Time in m...
Reports > &5 Gender [gender]

A var var var ,{I Intensity of Emaotion ...
Descriptive Statistics > [E Erequencies...

- Select Frequencies under Descriptive
Statistics in the tab Analyze

- Double-click on the variables to add them to [/ Display frequency tables
the box

- Open options for Statistics and Chartfs by
clicking on the respective buttons (see next
slide)

[ ok ][ paste || Reset |[cance][ Help |

i

RQ 7: Reaction time to emotional facial expressions

Frequencies
- =
rersea
- Select Statistics

Sum

‘ - Select the statistics you
(42 Frequences == / want to receive for the

variable(s) . Values are group midpoints selected variables
& Participant D D] & Reaction Time in m... Dperon e | . .
& Cenderfgender] 5. sevton & Mirimum Skeamsss - Clle Conhnue
¥igariance (¥ Maymum Kurtosis
,{l Intensity of Emotion .. Range SE mean
o) i) ) .
J

(2 Feauences crans &= _ Select Charts
¥l Dispiay requency tabies e - Select the type of chart you
(Lok ) peste ) (Reset) (ceance] [_tein | | | S want to receive for the chosen
) [ | 0 sicomems variables
| - Choose whether the values
I 0 trummins 0o | should be_ presented as
| = frgquences or percentages
- Click Continue

T i T i i,
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RQ 7: Reaction time to emotional facial expressions
Boxplot

#3 Chart Builder {

Variables: Chart preview uses example data Element Properties  Chart Appearance Options

13 “Reaction Timessar [DataSetl] -IBM SPSS Siatistcs Data
Fle Edt View Dala Iransom Analze DiedMarkefng Graphs Uiiies Exensions Window

— - &, Participant 1D Boxplot of Reastion Time in ms Edit Properties of:
SHE M e o B L =S Eacese | | | reaciontimeim e sor =
& Gender [gender] X-Axis1 (Box1)
ol Intensity of Emotion [ Title 1
Statistics
- Select Chart Builder from the tab e
Graphs
- Inthe bottom section, choose o ostegates (sale P E——
the category Boxplot e
- Double-click on the boxplot chart '  Lewiowy [
type on the right Jc’;"e“lw ! couparo 1
- From the list of variables, drag the Favrtes || oo 2
. . . Bar
variable Reaction time fo the e gmé “ﬂﬁ é
. . . Area
main axis (labelled X-axis here) ol
. Scatter/Dot|
- Click OK Histogram
High-Low
Boxplot
Dual Axes

(Lo () (e ot )

RQ 7: Reaction time to emotional facial expressions
Boxplot

1-D Boxplot of Reaction Time in ms
4000
*
141

The boxplot shows there is 1
outlier in the data, around
4000ms

2000

Reaction Time inms

1000

21



RQ 7: Reaction time to emotional facial expressions
Sorting Cases

13 Sort Cases =] F2l *Reaction Ti [DataSet1] - [EM SPSS Statistics Data Editor |
Data Transform Inset Format  Analyze "a £ e "?n - =
File Edit View Data Transform Analze DirectMarketing  Graphs
i . Son by
Define Variable Properties.... = = b [
£ - & & Participant ID [ID] & Reaction Time in m T H = =~ E & % @ ﬂﬂ
1a e T
74 Set Measurement Level for Unknown___ &5 Gender [gender] p | ‘
&5 Intensity of Emotion .. 1o =
C Data Pi rties._.
I Copy Data Properties - - & D PRI | ghgender | ghintensity | var
& Define date and time... 1 59 190 1 4
[ SortOrder ——————— 2 43 210 2 4
ol
| Define Multiple Response Sets... ® Ascending 3 N . 4 a
Validation > @ Descending 4 126 220 1 2
[= 2| 5 240 1 3
IEEIdermfy Duplicate Cases... - Save Sorted Data . I:Z} 159 b h
z [ Identify Unusual Cases... [C] Saye file with sorted data = B P B B

' . Compare Datasets...
(2 Sort Cases... |
i

(o] (e ) o) o ()

- Select Sort Cases... in the tab Data

- Add the variable Reaction Time to the Sort by box and select ascending sort order
- Click OK

- The data set should now be sorted by reaction time, we can see that 5 data points are below
250ms and 1 point is much larger than the others (3898ms) > outliers

i

RQ 7: Reaction time to emotional facial expressions
Selecting Cases

B coms - 2

‘ 13 Select Cases: If 5= e
&
% Participant ID [ID] RT_1 ==250 & RT_1 == 3500
é9 Reaction Time in m. +
&> Gender [gender]
‘ <l Intensity of Emation ... Function group:
All -
Arithmetic
D CDF & Noncentral CDF
Conversion
B B Current Date/Time
Curem Situs. 00 ot e cases Date Arithmetic
R — @ Date Creation =]
o) (st (concel, o, |
Functions and Special Variables:
B B Delete +

- Select Select Cases... in the tab Data

- Select the option If condition is satisfied
and click on If... to define the conditfion

- Add the Reaction time variable to the
numeric expression box and define that
the value should be >=250 & <=3500 to
exclude all outliers, then click Continue

- Click OK

T i T i i,
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RQ 7: Reaction time to emotional facial expressions
Linear regression

W Eot Vew (e Toeshm  Anai

HE M

&0 SR G pnoer
= o
a

. Dependent: Statistics

&> Participant ID [ID] & Reaction Time in ms [RT_1]
‘ &5 Gender [gender] Block 1 of 1
' il Intensity of Emotio

| @bRT 1>=250 &RT... | Frevious

oY

- . i Independent(s):
7 — T [ J——r——— I & Gender [gender]
b I e © | w il Intensity of Emotion [intens...
- Select Linear... under Regression in the (B s e &
tab Analyze | Method N Regression Coefficie [/] Mods! fit
. . . | . . [V Estimates squared change
- Add the Reaction Time variable to the | Selection Variable: I | - =2
. - Rule o [ Descriptives
Dependent box and the variables Level(®%): 5] []Part and partal comelatons
. . ' Case Labels: ovaance matrx olinearty diagnastics
Gender and Intensity of Emotion to the | - e
Independent variables box WWLS Weight. Residuals
- Click on Statistics... and select . - e
Estimates, Confidence Intervals, Model | I [ 2=ste ] [Reset | [cancel] [ el | [ Casewise ciagnostics
. . . . ®
fit and Descriptives, then click o
Continue

- Click OK B ———

i

RQ 7: Reaction time to emotional facial expressions
Linear regression

a
Descriptive Statistics ANOVA
- Sum of
Mean Std. Deviation N
Madel Squares df Mean Square F L

ZRaciomimelninse 85757 257368 35 1 Regression  B303655.547 2 ns1827.773 957599 | <001®
Gender 1.53 501 135

Residual 572307.535 132 4335,663
Intensity of Emotion 261 1.089 135

Total 8875363.081 134

a. Dependent Variable: Reaction Time in ms
b. Predictors: (Constant), Intensity of Emotion, Gender

Correlations
Reaction Time Intensity of

inms Gender Emotion
Pearson Correlation Reaction Time in ms 1.000 861 -964 Coefficients®
Gender 61 1.000 -849 Standardized
LEEN =) 48 100 Unstandardized Coefficients  Coefficients 95.0% Confidence Interval for B
Sig. (1-tailed) Reaction Time in ms <001 =001 Model B Std. Error Beta t Sig. LowerBound  Upper Bound
Gender 000 000
iR T e E 000 000 1 (Constant) 1246.248 56.364 22111 =001 1134756 1357.742
o e p— 5 5 e Gender | 79.316 | 21.448 154 3.591 <001 | 36,389 121.742
Gender 135 135 135 Intensity of Emotion -184.831 777 -.833 -19.83 <.001 -214.272 -175.580
Intensity of Emotion 138 135 135 a. Dependent Variable: Reaction Time in ms

- SPSS returns several tables, the first shows descriptive statistics, the second presents correlation results,
after that the model summary and regression results are listed

- The first row of the ANOVA table shows here that the included predictors (Gender and Intensity)
reliably predict the outcome (Reaction Time) (p<0.05)

- The second row and third row of the Coefficients table show the results for the two predictors: both
gender and intensity of emotion predict reaction fime (p<0.05)

T i T i i,
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RQ 8: Effect of supermarket promotion on sales

« Data from 133 supermarkets, effect of supermarket promotion on sales
» 3 promotion conditions: control, price reduction, price reduction + advertisement
+ 2 variables: condition of promotion, average daily sale

I® Did the two types of promotion have an effect on sales?

« ldentify duplicate cases
+ One-way ANOVA: Did the two types of promotion have an effect on sales?

RQS8: Effect of supermarket promotion on sales
Duplicate cases

8 Identify Duplicate Cases X

“Promo supermarket.sav [DataSetl] - 1M SPSS Statistics Data Editor ||

File Edt View Data Transform Analze DirectMarketng  Graphs  Utiies |

Define matching cases by

e EMt yew Dila Jansim awalge Ovecorketng

- Select all variables and
add them to the box
Define matching cases
by:

- Click OK

@Last case in each group is prima
‘* i .,

O First case in each group is primary
[ Eitter by indicator values

a Sequential count of matching case
in each group (0=nonmatching case)

[ Move matching cases to the top of the file
[ Display frequencies for created variables

=2 D 3 Detne vanatie Proputes &' MarketiD -~ =
s_ M J’Asﬂ" ----- ment LovforUnimoan [«} & Condition of promotion [condition] . e E % % m i E
7l 'j 81 in Prgven & average units sold daily [sales] v \2 MarketiD
; 12 e date 3nd ime. Sort within matching groups by & Markel NDH & age | & condtion f ales \| ol Primarytast |
&1 1 20 2 0
: - ::::\m i ‘ ¢ - 2 44 2 2 186.87 1
5 1 donity Dyplicate Cases 3 67 5 2 23158 [
6 F3 (dentty Unusual Cases. 4 67 5 2 23158 1
7 7 Comgare Datssets Sort 5 1 7 2 26780 1
L 5 sancases ® » B 2 11 1 24884 1
e B Son vadagies. ® =
- Se|eCT Idenflfy Number of matching and sorting vaniables: 3 - SPSS hOS Nnow resorfed The
Duplicate Cases... in é’"ﬂ*mc’“*a data set, so that duplicate
Indicator of primary cases (1=unique or primary, O=duplicate) .
the tab Data cases are listed at the top

In this case, we find that the
markets 44 and 67 have
duplicate entries

T i T i i,
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RQS8: Effect of supermarket promotion on sales
Duplicate cases
gl gondt fodes pimantast gy var - Since markets 44 and 67 exist
1 a4 2 18887 0 twice in the data setf, we
2 44 2 18657 ! delete one of each
57 2 23188 0
4 &7 2 23158 1 Cut - Select the two rows you
5 1 2 26740 1 Copy want to delete (press the Cirl
i} 2 1 24884 1 .
; 3 . 24759 ; Copy with Variable Names o.r' Cmd key)
s 4 1 es121 1 Copy with Variable Labels - Right-click on the mouse to
9 5 3 27648 1 open a small window with
10 ] 2 259.82 1 | 1_ | k
b ; 2035 , several opfions, click on
12 8 2 25079 1 Clear Clear#
13 Q 2 29174 1 Hide Column(s)
14 10 3 29056 1 .
- " s 27081 ; Alternaitvely, you can use
16 12 2 25819 1 Select Cases under the Data
1 12 2| 28484 ! tab, as in a previous question.
18 14 3 308.08 1 . .
19 b 1 22704 ; Grid Eant Select Use filter variable and
20 16 1 25542 L specify the new duplicate ID
variable.

i

RQ8: Effect of supermarket promotion on sales
One-way ANOVA

Analyze  Graphs  Utilities Extensions Window Help

! Power Analysis : ; E lﬂg |\\:€‘> E E

Meta Analysis _ Dependent Variable:
j_ Repots DT & MarketiD & average units sold ___

2 var var ‘ : Contrasts
o I | ... . -
Descriptive Statistics ndicator of each Eixed Factor(s):

ta Univariate

Model

X
2
Bayesian Statistics > &) Condition Ufpﬂ)mﬂ...
Compare Means and Proportions >
EM Means
General Linear Model > [ Univariate . | Random Factor(s): |
Generalized Linear Models b3 Mumuanate,,, - |
Miged Models ? Eﬁepeated Measures... | |
Correlat >
DZ:::m N [ variance Components_ - | Covariate(s): |
- Select Univariate... under General Linear | bt
Model in the tab Analyze [
- Add the variable average units sold to the " WLS Weight:

Dependent Variable box
- Add the variable Condition of promotion to Il (s | [Reset
the Fixed Factor(s) box :

T i T i i,

|Cance\H Help |
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

Blineree = [ vrvore ot pots N
s Ol —
%:g:m‘:me[agel . Eiﬂ;m:m's idd )‘ Separsts Lines
ondition of prome! Elots, .
| » o S/l - Clickon Plofs...
i Random Factor(s): hnd | | - Add Condlflon
: N o | fo horizontal
: Covariate(s): : Qaxis
| =) Mutiple Comparisans for Obsarvad Mears ® & . SeleCT Add TO
| o e add the Plot
1 - condition ‘condition ErvorBars
| (Lox _ (easte ] [ meset] [cance e | [#] e
Equal Variances Assumed Include reference line for grand mean
ELso (mET ] waler-Duncan || By min st a0
A Bonferroni - [ Tuke:
[ Sidak [m) Tn!e:s-b [ Dunngtt |l E
[ISchefle  [JDuncan
Clecoms Ouem o " Click on Post Hoc... and add the variable
e condition to the box on the right, then select the
D omanes T2 C]Dusrtts T3 0] Ggmes Honetl C] et post hoc tests you want to run (Tukey, Bonferroni
and LSD), then click Continue
RQ8: Effect of supermarket promotion on sales
One-way ANOVA
13 Univarate Esimsted Marginal ==
T — - Clickon EM Means... to
o a add estimated
marginal means to the
e =) e | | output, then click on
& MarketiD %;i:::;::::::mna Conhnue

& Age of store [age]

~»

~»

Fixed Factor(s).

Random Factor(s).

(s g

Covartts)

WLS Weight

(o) Czaste  (@eset ) (cance) Che )

& Condition of pramoti.
/
(En weans. $

(o) (et _tive )

63 Univariste: Options =)
Oisplay
| | @ Descrptve stanstcs Homogenei tests
t stimaes oot 3] Vs
Opserved power Residual plot
Parameter sssmates Lackarnt

Breusch-Pagan test Whte's test

o cosncor Genera sstmanie uncton - Clickon Opho ns... to

Hete

2

P add statistics to the

output, then click on

e R Continue

Signsicance feysl: [05 | Confidence mtervals are 95.0%

- Click OK in the main
window to start the
analysis
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

- SPSS returns several tables, including frequencies in the
between-subject factor, descriptive stafistics and the results

Between-Subjects Factors .
of the analysis

Value Label N
Condition of promotion 1 commal a7 - By checking the Sig. value in the row condition of the table
2 price 45 Tests of Between-Subjects Effects you can find that there is a
N e o main effect for the supermarket promotion (p<0.05)
reduction - Partial Eta Squared is a measure of effect size, in this case it
advertiseme indicates a large effect for the promotion (>0.14)
Tests of Between-Subjects Effects
Descriptive Statistics DependentVariable: average units sold daily
Dependent Variable: average units sold daily Type Il Sum of Partial Eta
. Source Squares df Mean Square F Sig. Souared
Condition of promotion Mean Deviation N Corrected Model 34000.6077 2 17000304 15695 <001 195
(s 186.7340 31.92507 47 Intercept 5772256.535 1 5772256535 5329191 <001 976
price reduction 215.4553 35.93417 45 condition 34000.607 2 17000304 15695 | <001 195 |
g‘;i\r;sr;esg:;i:tn and 223.8083 30.45851 41 Errar 140808.122 130 1083139
Total 207.8807 36.39105 133 ] oH97a9 0N 0] k]
Corrected Total 174808.729 132

3. R Squared = 195 (Adjusted R Squared= 182)

i

RQ8: Effect of supermarket promotion on sales
One-way ANOVA

- The Estimated Marginal Means tables return descriptive stafistics
and confidence intervals for each promotion condition
- The plot makes it easy to visualise the main effect

Estimated Marginal Means of average units sold daily

230.00

Estimated Marginal Means

" ) 2 amm
Condition of promotion H
Dependent Variable: average units sold daily ‘E“
95% Confidence Intzrval .g 21000
Condition of promotion Mean Std. Error  Lower Bound  Upper Bound g
control 186.734 4.801 177.237 196.231 El
price reduction 215,455 4.906 205.749 225161 g .
price reduction and 223808 5.140 213.640 233.977 E

advertisement

190.00

control price reduction price reduction and
advertisement

Condition of promotion

T i T i i,
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RQ8: Effect of supermarket promotion on sales
One-way ANOVA

Mean 35% Confidence Interval

(1) Condition of promotion ;i ‘\?‘v‘v s e Std. Eror Sig Lower Bound  Upper Bound - SPSS Olso reporTS The requeSTed POST HOC
TukeyHSD control price reduction 287213 6.86406 <001 -44.9950 124476 Tests TUkey, LSD and Bonferroni
Sverssemant s reme e mmm s Al condiitions are compared with each
price reduction control 287213 6.86406 <001 124476 449950 oTher
price reduction and -8.3530 710548 470 -25.1991 B4 .
ol - SPSS reports the mean difference between

price reduction and control 37.0743 7.03303 <001 203999 537486

330 7i0m8 a0 asm | 251800 the two compared groups, the standard

= S5 |a400 1| E= 01| A 22010 [ £ 1 error and significance of the comparison,
37.0743 7.03303 <001 50.9883 -23.1602 . .
) as well as the confidence interval
price reduction 287213 6.86406 <001 151416 423010 . . .pe .
ssn rose e 2an sow - Here, we find significant comparisons
sow e e wss  O€TWeen the control condition and the
advertisement . . g
price reduction 83530 710548 22 -5.7044 224103 price reduction condition, as well as
Bonferroni control price reduction -287213 6.86406 <001 -45.3691 -120735 .oy
onand T T T e T between the control condition and the
price reduction L : 287213 686406 <001 120735 453691 price redUCTiOn Ond Odvertisement
prce rducon and 83530 710548 726 255863 88803 condition. The two experimenf0|
piceteducton and control 370743 703303 <001 200167 541318 conditions do not differ from each other
st price reduction 83530 7.0548 726 -8.8803 255863

significantly, though.

- Tukey, Bonferroni and LSD come to the same conclusions. For real analyses, you would have pre-
selected one of these to use

RQ8: Effect of supermarket promotion on sales
Alternative: linear regression

| € creats Dummy Voriabies X
Before doing regression with a Crte Dy Voo
categorical predictor variable (with ot o T
more thn TWO groups) SPSS needS ol ndicator of each last matching case as Primary L+

use to create dummy variables
s e s

Rgat Hames (One Pes Selocted Variable)

Transform  Analyze Graphs  Utilities Extens @ Use yalus labsls [cond
O Uge values Macro Hame
§ Compute Variable. .. |:| Extensions Window Help
Valus Order Way nter 11 oy "a
- B Programmability Transformation. - Two-Way Interactions ih == | Y E q
© dacanding [ Crese dummies for al two-way interactions [ W s id @
- [# Count Values within Cases... - O Descanding
Shift Values... Macros & Cond_1 & Cond_2 & Cond_3
[ Recode into Same Variables.__ (0] Omit frst dummy category from macro definitions a0 100 20
Hote: It is comventional to stast macro names with _ 00 100 00
[#] Recode into Different Variables... Thres-Way Interactions
Veasurament Lovl Usage [ Create dummies for al three-way interactions 00 1.00 00
] Automatic Recode... @ Dg not create dummies for scale varisble values 1.00 0 0
Extended Recode O Create dummies for all varisbles 1.00 00 00
1.00 00 00
[Ed Create Dummy Variables This dialog requires the Python Essentials 00 00 1.00
00 1.00 00
1.00 00 00
00 1.00 00
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RQS8: Effect of supermarket promotion on sales
Alternative: linear regression
Promotion Supermarket sav [DataSet1] - 1BA - -
VB Wew Dua Tastorm ::“:’:‘“" ) e 13 Linear Regression x®
HE O e s > 8 e Q Dependent
:gsmmssmm.‘cs : & MarketiD E [ average units sold daily [sal...|
& Marketld & condtion ayesian Statistcs

1 “ 2 Tables > & Condition of promo. Block 1 of 1

2 [ 2 Compore Means > 4l Indicator of each |

j ; : A X & condition=control [ Preyious Next

5 3 1 3::;?’:':‘““"”“5 : & condition=price re Independent(s)

5 : 3 ol > & condition=price re &b condition=price reduction [

8 G > Begession > [B Automatic Linear Modeling & &) condition=price reduction a...

9 7 1 Loglinear > e

EE |§ g :;:::;mmm : ;:::f::’;\z:mes - Method: Enter v

Qimension Reduction >

= E A s ! E:::WWT i Selection Variable

% = 3 Nonparamatric Tests > EJ . o ~» Rule

1% % 3 Forecasting >

7 15 1 Sunal > @ Pobt Case Labels

18 16 1 Myttiple Response > [ Nonlinear -y

9 7 2 issing Value Analysis K Weight Estimation

0 " - N Y WLS Weight

7 < = = Complex Samples > & Quantile had
:Vhw Variable View Wz:[':';w ) I Optimal Scaling (CATREG) _ m ’m m lm

Add two of the three dummy variables as independent variables. The dummy variable you leave out
will be your reference group — the coefficients will represent differences from this reference group

i

RQS8: Effect of supermarket promotion on sales
Alternative: linear regression

Model Summary
Adjusted R Std. Error of
Model R R Square Square the Estimate
1 a41? 195 182 3291108

a. Predictors: (Constant), condition=price reduction and
advertisement, condition=price reduction

ANOVA"
Sum of
Model Squares df Mean Square F Sig.
egre: 2 < - H
P s oo R e ‘ Matches the between-subjects effects table
Residual 140808.122 130 1083.139 .
Total 174808.729 132 in one-way ANOVA

a. Dependent Variable: average units sold daily
b. Predictors: (Constant), condition=price reduction and advertisement, condition=price

reduction
Coefficients”
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig
1 Constant) 186.734 4.801 38.898 <.001 H H
{Constang ‘ Matches the mean differences in post-
condition=price reduction 28721 6.864 375 4184 <.001 .
condition=price reduction 37.074 7.033 472 5271 <001 hOC ’reSTS TO ble N One—WOy ANOVA

and advertisement

T i T i i,
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RQ 9: Effect of new pain treatment

« Data set from RQé

I Has the pain freatment helped the participants? Did the dosage
influence the effectiveness of the freatment?
» Custom tables: get descriptive statistics for each participant group
* Two-way ANOVA: condition by dosage
» Formatting graphs in output

RQ 9: Effect of new pain treatment
Custom Tables

File Edt View Data Transform Analyze Graphs  Utities Exensions Window  Help

meMes I REGGNE ,
P Gomon i 5o " = - . ‘ _
1 22 o 5 Dasciiptive Statistics B QAU E Tiles Test Statistics Options
2 » 9 2 Bayesian Statistics 30 ariables B Nomal B Compact B Layers
3 3: . ; Talles > Custom Tabhes. e 5 ( R ) T
o — ) » e [Feree]
- Select Custom Tables... under Tables in the o e
tab Analyze oz [ —
- From the variable list on the left, pull the
categorical variables by which you want to :
group your table to the Columns - mou
. Categories.
(Treatment variable) and Rows (Dosage "’”%m ®
variable) boxes in the preview o

- On the top right, click on the button Layers
to open the right hand box

- Drag the variable for which you want to
receive statistics into the Layers box 5] (B [t [Goem] 78]

- Select the Layers variable. On the bottom -
left, click on the button Summary Statistics...

T i T i i,

v [lHide Catagory Posiion
Default
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Custom Tables

1 Summary Statistics: B3|

Selected Variable: Change in pain before-after treatment

Statistics: Display:

Count E Statistics Label Format Decimals

Row Percent Mean Wean Auto
Column Percent Std. Deviation Std. Deviation Auto
Layer Percent

Layer Column Percent
Layer Row Percent
Subtable Percent

Change in pain before-after treatment
+ Treatment

| ‘ Old Treatment

Standard
El-Table Percent Mean Deviation Mean Deviation
& Mean, Median, Mode DﬂSEgE Low 21 7 48 8
i~ Lower CL for Mean

& Upper CL for Mean =] High 36 ] 7.0 1.1

MNew Drug
Standard

Confidence

e |
Apply to Selection Close. Help.

- From the Statistics box on the left, choose the statistics you want to receive and add them to
the box on the right

- Click on Apply to Selection (nothing will happen), then click on Close

- Inthe main window click OK

- The output shows the selected statistics for each of the groups created by the categorical
variables

i

RQ 9: Effect of new pain treatment
Two-way ANOVA

5y - Dt TENY SPE5 Shatics O it
63 P Mecicasnas ol TSP e & Univariate: Profile Plots X

Ble EGt Yew Dwn Towfom  pnam Grphs  Unibes  Epensions  Wndow Help -

AEE M e =

o Select Univariate... under
34 ole \E‘.“ ‘ General Linear Model in the
dosage tab Analyze
oreisto e - Add the variable Change in
N pain to the Dependent
e Variable box
.
Add the variables Treatment
and Dosage to the Fixed
Factor(s) box
Click on Plofs... to configure a

Horizontal Axis:

+ | pan_baseine] & panchan
100

2 2 0

[
I
|
1 3

Goneeat Linesr Moge!
GCaneratzadLinear Modals

3 Univariate - -

Dependent Variable
& Age in years [age] hd ﬁ Change in pain befor.

&) Gender [gender] . .
Eixed Factor(s): condition*dosage

{l General health [heal... —
f Pain before treatme &3 Treatment [condition]
) il Dosage [dosage] PostHoc...

Plots Add  Change Remove

Contrasts...

i

[EM Means... 1 Chart Type:
Random Faclor(s) ae ® Line Chart plof for fhe OUTpUT
| » ‘ ‘[ options_| Risee - Add dosage to the Horizontal
: . Bootstrap... | ;T;jji . AXxis and condition as
I = ® Separate Lines, then Add
I ) click Continue
: w15 Weignt g.nc.ude reference lne for gran mean This time we don't need post
Y axis starts at 0 ]
: 0 s ) ) hoc tests as our two fixed

factors only have two levels

T i T i i,
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RQ 9: Effect of new pain treatment
Two-way ANOVA

-
2 Univariate

=

Dependent Variable:

& Age in years [age]
&> Gender [gender]

,{l General health [heal...
& Pain before treatme

- < Change in pain befor.

Fixed Factor(s):

& Treatment [condition]
il Dosage [dosage]

Random Factor(s):

/

e 4

* Options...
Covariate(s) m}
-
WLS Weight
-

- Click on EM Means... and

specify that we wantto
Display Means for all

variables

2 Univariate: Options -

[

Displa
[+ Descriptive statistics

(¥ Estimates of efiect siz
[] Observed power

[ Parameter estimates

[7] Contrast coefficient matrix

[£] Homogeneity tests

(] Spreadve. level plot

[ Residual plot

[ Lack offit

[] General stimabls function

‘ [C] Modified Breus ch-Pagan test

[[] Breusch-Pagan test

[ Fest

[T White's test

e
{2 Univariate: Estimated Marginal Mea_ .

Estimated Marginal Means

Eactor(s) and Factor Interactions:

Display Means for:

(OVERALL) (OVERALL)
condition condition
dosage dosage
condition*dosage condition*dosage

[] campare main effects

(o oo et o L |

[T Parameter estimates with robust standard errors

- Under Options... select which
statistics you want to receive,

in ThIS case Descr"pﬁve STCITiSﬁCS Significance leyel Confidence intevals are 95.0%
and Estimates of effect size |

i

®

RQ 9: Effect of new pain treatment
Two-way ANOVA

UnivariatesAnalysis otivaniance - The Univariate Analysis of Variance tables present frequencies in the

between-subject factor, descriptive statistics and the results of the

Between-Subjects Factors

valueLabel N analysis
T ment * - By checking the Sig. value in the row condition of the table on the
1 newbmg 30 right you can find that there is a main effect for the treatment
e » condition, Partial Eta Squared shows a large effect size

Descriptive Statistics

Tests of Between-Subjects Effects - There iS also a Iorge

Dependant Variable: Change in pain bafore-after treatmant
N DependentVariable: Change in pain before-after treatment

a R Sguared = 827 (Adjusted R Sguared = .817)

Treatment Dosage Mean Std. Deviation . moin effeCT for
Type Il Sum of Partial Eta
Old Treatment  Low 2.067 7037 18 Source Squares df Mzan Square F Sig. Squared dosoge
LG 3600 8281 18 Corected Model 195.000° 3 65000 88,925 <.001 827 The int fi
Total 2833 1.0854 30 Intercept 1144.067 1 1144067 1565173 985 € Interaction (row
New Drug Low 4800 7748 15 condition 141.067 1 141067 192990 778 condition *dosoge)
High 7.000 1.0690 15 dosage 52267 1 52267 71505 561 . toi ifi h
Total 5.900 1.4458 30 condition * dosage 1667 I 1667 2280 IS NOT signitican
Total Low 3.433 1.5687 0 Error 10833 56 731 (pZO 1 37)
High 5.300 1.9678 0 Total 1380.000 60
Total 4367 1.9997 50 Comected Total 235.933 59

T i T i i,
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RQ 9: Effect of new pain treatment

Two-way ANOVA

Estimated Marginal Means

1. Grand Mean

DependentVariable:  Change in pain before-after treatment
95% Confidence Interval

Lower Bound

4146

Wean
4.367

Std. Errar
10

Upper Bound
4588

2. Treatment
DependentVariable: Change in pain hefore-after treatment

95% Confidence Interval

Treatment Mean Std. Error | Lower Bound  Upper Bound

0Old Treatment 2833 156 2521 3146

New Drug 5.900 156 5.587 6.213
3. Dosage

Dependent Variable: Change in pain before-after treatment

95% Confidence Interval

Dosage Mean Std. Error - Lower Bound  Upper Bound
Low 3433 156 3121 3746
High 5.300 156 4.987 5613

Estimated Marginal Means

Estimated Marginal Means of Change in pain before-after treatment

Treatment
hd Treatment
— New Dug
60
-
0
0
0
Low High
Dosage
4. Treatment * Dosage
DependentVariahle: Change in pain before-after treatment
95% Confidence Interval
Treatment Dosage  Mean  Std Eror  LowsrBound  Upper Bound
Old Treatment  Low 2.087 221 1.624 2,509
High 3600 221 3.158 4042
New Drug Low 4.800 221 4.358 5.242
Hiah 7.000 221 6.558 7.442

The Estimated
Marginal Means tables
return confidence
intervals for the main
effect and the
interaction variables
The plot makes it easy
to visualise the two
main effects

Here we have
approximately parallel
lines (no significant
inferaction)

i

RQ 9: Effect of new pain treatment
Alternative: linear regression

e

*Pain Medication.sav [DataSet2] - IBM SPSS Statistics Data Editor

Edit View Data Transform Analyze Graphs Utilities
H LDJ D B Compute Variable
o 3 Programmability Transformation
Count Values within Cases
PP Y by
1 2 Shift Values.
2 32 [# Recode into Same Variables
3 3 [#] Recode into Different Variables
4 34
Automatic Recod
5 7 [ Automatic Recode.
6 7 K3 Create Dummy Variables
7 40 [B£ Visual Binning
8 “a [ Optimal Binning
9 42 Prepare Data for Modeling
10 42 HiRank C
1 3 | Ran Cases.
12 45 @ Date and Time Wizard
13 45 [ Create Time Series
Lo 45 %4 Replace Missing Values.
15 45
@ Random Number Generators
16 46
17 49 ®
18 50
19 50

20 50
bal 50

b o o0
Now N
“ a0 o

Extens|

To use regression for an inferaction between two binary
categorical variables, we need variables coded as 0 or 1 only

We will recode dosage as 0/1 instead of 1/2:

Select Recode into Different Variables, under Transform
Add the dosage variable to the Numeric Variable box
Enter the new name of the recoded variable: dose, and

select Change

8 Recode into Different Variables

& Age in years [age]
& Gender [gender]

fl General health [he
& Treatment [conditi
& Pain before treatm

& Change in pain bef { b |

Numeric Variable -> Output Variable:
dosage —> dose

X
QOutput Variable
HName.
Label

33




RQ 9: Effect of new pain treatment
Alternative: linear regression

- Select Old

0ld Value
@ Value

and New Values...

We will recode dosage=1 as dose=0:

- Select OId Value: Value, and enter 1

- Select New Value: Value and enter 0

- Select Add to add this the Old->New box

8 Recode into Different Variables:

Old and New Values

New Value

@ Value: [g

[

Q System-missing

O System-missing
QO System- or user-missing
O Range:

O Copy old value(s)

0ld —> New:

Add

Change

Next, we will recode dosage=2 as dose=1:

- Select Old Value: Value, and enter 2

- Select New Value: Value and enter 1

- Select Add to add this the Old->New box
- Select Confirm and then OK

13 Recode into Different Variables: Old and New Values

Old Value
@ Value:

New Value

@ value: |

O System-missing

O System-missing

O System- or user-missing

O Range:

O Cogy old value(s)

Old > New:
10
21

Add

Change

O Range, LOVEST through value:

O Range, value through HIGHEST:

Remove

] Output variables are strings

O Range, LOWEST through value

O Range. value through HIGHEST:

Remove

[ Output variables are strings

O All other values

O

O Al other values

O

RQ 9: Effect of new pain treatment
Alternative: linear regression

T i T i i,

e Edit View Data
i A
Hae 0

Y
1 32
2 32
3 33
4 34
5 37
6 37
7 40
8 4
9 42

10 42

1 43

12 45

13 45

14 45

Transform  Analyze  Graphs

=] Compute Variable

[E3 Programmability Transformation. -

[# Count Values within Cases
1 Shift Values...
[& Recode into Same Variables
m Recode into Different Variables
[ Automatic Recode
[E3 Create Dummy Variables
[p# Visual Binning.
[, Optimal Binning

Prepare Data for Modeling

B4 Rank Cases
& Date and Time Wizard
[& Create Time Series

E[ Replace Missing Values. ..

Extens

, —

34

#R compute Variable

Target Variable

treatxdose =

[Type & Label

& Age in years [age] v
& Gender [gender]

ol General health [he

& Treatment [conditi

il Dosage [dosage]

& Pain before treatm

& Change in pain bef

& dose

Numgric Expression
condition * dose

|| (optional case selection condition)

We then create an interaction term, by using Compute Variable to create a new variable called
freatxdose that equals condition multiplied by dose (NOT dosage, since we want a binary variable)

Function group:

All -
Anthmetic

CDF & Noncentral COF
Conversion

Current Date/Time

Date Anthmetic

Date Creation hd

Eunctions and Special Variables




RQ 9: Effect of new pain treatment

Alternative: linear regression

We can now put our binary categorical variables and interaction variable into the regression model.
- Run alinearregression from Analyze > Regression > Linear as before, using Change in pain as the Dependent
variable, and Treatment and your new dose and freatxdose binary variables as Independent variables

oK

#3 Linear Regression X ANOVA?
Dependent Sum of
= — Statistics s e e quare
.f Age in years [age] Change in pain before-after ‘: Model Squares df Mean Square F Sig
& Gender [gender] Block 1 of 1 [(Pos... | 1 Regression 195.000 3 65000 88925  <001°
il General health [he Save Residual 40.933 56 7
i Previous
& Treatment [conditi s IE Total 235933 59
d Dosage [dosage] Indopendont(s) a. Dependent Variable: Change in pain before-after treatment
& Pain before treatm @ Treatment [condition] ~ Style |
& dose - & dose @ b. Predictors: (Constant), treatxdose, dose, Treatment
& treatxdose & treatxdose ! —
Method: Enter - Coefficients®
Standardized
= Selection Variable = Unstandardized Coefficients ~ Coefficients
ule.
- Model B Std. Error Beta 1 Sig
v Case Labels 1 (Constant) 2.067 m 9.362 <001
Treatment 2733 312 689 8.755 <.001
) WLS Weight dose 1533 312 387 4912 <001
treatxdose 667 a4 146 1.510 137

a. Dependent Variable: Change in pain before-after treatment

RQ 9: Effect of new pain treatment

Formatting graphs

- Double-click on the plot in the
output to open the Chart Editor

- Double-click on the ftitles to edit, click once more

to change the wording

[ e - =B = 22 Chot ater w T & i
[Be Eon wew oo Gemems e [B Ew wew opons  eemens mep
oo SXYRABP B LEY ClelbL bl kIl oo BXY B B LEKY C®mL il
- b B —r - T EE

B i k23

B i L2k b

LY ARSI

Estimated Marginal Means of Change in pain before-after treatment
Treatment
— 4 Treatment
— Hew Drug

Estimated Marginal Means

High
Dosage

Two Main Effects: Treatment and Dosage
Treatment

= Ol Trsatmeni
= tiew Drug

Estimated Marginal Means.

Low High

Dosage

e

pE— . ==

Chart Soe TedLayout
Teasoe Fulsgorder | yansbiss |
Praien
Colo -
& e - .
Transparsnt
] Barcer |
patem u
Transparent

| | Border stie

oot e

P75, W.A37 5 points

378, 0637 8 poimts

Fort Face: Sanasers
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RQ 9: Effect of new pain treatment
Formatting graphs

- Double-click on the plot background to - Click on the grid symbol to add a grid to the
open more formatting options chart
B cron tor CINES I e — @ =
Ete Em yew Opwons ad Eile  Edt  yiew Qptions Elements  Help
o IXYEABS W LLE( EITEI- ILI:-'I_I‘l } LK. EIXYEZAI_P L | U..]:iév Cle .'.lLirll ,EJ
B oaubk bk ue TR e —
T Ml EX ke Teaskooh sl D 4 Two Main Effects: Treatment and Dosage
Troament /n j::‘:qu
H ) = - M - e
%w = é = (Chansize Lnes | Grid Loes Vansbies
3. H [ Lamgmnlrmmm-: ‘
:aE. 'g ‘ | 1L ©miorsces aswesn categones) ety
" / & _/ J © o majorans mmornces
Low High /
Dosage Low Hon
i - Dosage.
(e (s

RQ 10: Effect of weight loss programme

- Data set of 64 participants who participated in a weight loss study

* 4 variables: gender, condition (control or freatment), weight at baseline,
weight aft finish

1" Have participants in the weight loss treatment condition lost more weighte
* Merge files: Weight Loss Condition 1 (control) and Condition 2 (freatment)
* Repeated/mixed ANOVA
» Cleaning output
+ Formatting tables
» Exporting graphs and tables
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Merge files

RQ 10: Effect of weight loss programme

Data Transform  Analyze Graphs Utilties Extensions  Windor

(3 Define Variable Properties... ]

2 Set Measurement Level for Unknewn. ..

8 Add Cases From DataSet X

Unpaired Variables: Variables in New Active Dataset:

2 Identify Duplicate Cases...
F3 Identify Unusual Cases. .
L, Compare Datasets._

Non-SPSS Statistics data fles must be opened in SPSS Statistics before thay can be used as part of a marge.

Rename

1 Copy Data Propertis. 8 Acd Cases to Weight Loss Condition 1sav{DatsSetZ) ® patid
ar ar ‘Select a dataset from the list of apen datasels or fiom a file 1o merge with the active daiasel gender
C ° ® An gpen dataset condition
[Péeight Loss Condition 2 savDataSet1]
(5 Define date and time. - : ! “ ::11::5
Define Multiple Response Sets - - Pair
Validation > O n extemal SPSS Statistics data file

[l indicate case source as variable:

(5 Sort Cases...
(*)=Active dataset
(+)=DataSet1

Sort Variables

£ Transpose. .

Adjust String Widths Across Files
Werge Files

[EF Restructure.

> [ Add Cases...
[ Add Variables..

- Make sure that the two data sets that you want to merge are opened in SPSS, and that Weight
Loss Condition 1.sav is open in the current data window

- Select Add Cases... under Merge Files in the tab Data

- Select the Weight Loss Condition 2.sav in the box and click Continue

- Check that there are no unpaired variables in the left box, then click OK

i

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

2 Repeated Measures Define Factor(s) [ = | 113 Repeated Measures L=

£ Wesght Lo Conditon .sav [DutaSerd] - SPSS Statistics Outa £ Within-Subject Factor Name Within-Subjects Variables

£l EGt Wew Dats Iranstorm  am Graphs  Uties  Exensions  Window  Help weignt & Patient D [patig] (Weight)

T 5 T[ & Agein years [age] s 3 wotbas(1) Contrasts
Descrpive Statstics VB a4 @ L8 Number of Levels & Gender [gender] . ——

!

Bayesian Statstes » i
Weight(2)
| dpatic | & age Tables v Fom = =

X 1 8 | Compare Means » 197 -

2 2 45 | Ganeral Linear Model L [y ..

3 3 51| Ganeratzed Linear Models =

. R (Remmove

4 4 4 , Remove

| 5 5 6 1 [ Repestea Measures.
.

Measure Name: Between-Subjects Factor(s):

& Experimental group .

Covariates:

L ]

'S
(Loc J(esste | [geset [canca [sin |

- Select Repeated Measures... under General Linear Model in the tab Analyze

- Give a name to the Within-Subject Factor and enter “2" in the box asking for the number of
levels of this variable (weight baseline and weight finish), then click Define

- Drag the variables wgtbas and wgtfin into the Within-Subjects Variables box, then add the
experimental group variable to the Between-Subjects Factor(s)box

T i T i i,
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RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

r N
12 Repeated Measures: Profile Plots i

B4

{5 Repeated Measures

Eactors Horizontal Axis

Within-Subjects Variables

condition Weight
aient ati (Weight) g .
%.:g;m‘yle[)az [‘a:]e] 3 wgtngasm) Weignt . s e Linee: - C“Ck' on PIOfS...TO
& Gender [gender) wgtfing2) lé - _‘_::::n e conflgure a plOT
Remember to assign the
Separate Plots: .
sae ] separate lines to the

=
2
R

’ g ||z 1€
FEEEE

Qptons.. pos cofegqucol vor[oble.
etz oiecalariofta TRT— Then click Continue
& Experimental group ‘eight*condition
- We don't need post hoc
covanes P tests as our factors only
® Line Chart have two levels
hd © Bar Chart

[] Include Error bars

I [7] Include reference line for arand mean I
(] ¥ axis starts at 0

—

i

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

#2 Repeated Measures: Estimated Marginal Means ===

Estimated Marginal Mean:

Factor(s) and Factor Interactions: Display Weans for
(OVERALL) (OVERALL)
condition condition —
s s 13 repestea ienres ot D =
condition*Weight conaition"Weight —_ e SSUSSSSSSSSSRRRRRRL
[] Compare main effects Display
[ Descriptive statistics [7] Transfarmation matrix
13 Repeated Measures [ :
[of E: ot size [7] Homageneity tests
Witrin-Subjects Variables (a0 [ O [] Spread vs. level plot (|
Patient ID [patid (Weight): =
& Patient ID [patid] [] Parameter estimates [] Residual plot i
& Ageinyears [age) 3 | [watoss() 2
&b Gender[gender] watfin(2)

Contrasts.
= [C] 8SCP matrices [] Lack offit
[] Residual S3CP matrix [7] General estimable function
g
E Significance level Confidence intervals are 95.0%

Help

Between-Subjects Factor(s, L = =

I - Go to EM Means... to choose the variables you would like
to receive estimated marginal means for
- Under Options... select which stafistics you want to receive,
in this case Descriptive statistics and Estimates of effect size
(Lo J[(peste | meset |{cancat]_retp ] - Click Continue and OK

T i T i i,

Covariates

-»
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RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

- The Repeated Measures ANOVA
returns several tables, including
frequencies in the between-subject
factor, descriptive statistics and the
results of the analysis

- Since we only have two levels in our
within-subject factor, we can
ignore the Mauchly's Test of
Sphericity, as sphericity is assumed

Between-Subjects Factors

Walue Label M
Experimental group 1 Contral 32
2 Treatment 32

Descriptive Statistics

Experimental aroup Mean Std. Deviation N
‘Weight Baseline  Control 18872 32.008 32
Treatment 198.38 32.928 32
Taotal 198.55 32.656 64
Final weight Contral 187.63 32,750 32
Treatment 19413 32.953 32
Total 195.88 32.638 64

i

RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA

Tests of Within-Subjects Contrasts
Measure: MEASURE_1

- By checking the Sig. value in the rows of
Weight and Weight*condition of the

Type lll Sum of Partial Eta
Source Weight _ Sauares df_|MeanSquare | F 9 Sauared Tests of Within-Subjects Contrasts table
Weight Linear 228.445 1 228.445  176.253 =001 740 . . X
Weight* condition Linear 79.695 1 70695  61.489 | <.um| 498 you can find that there is a main effect
Error(Weight) Linear 80.358 62 1.286 for We|gh1‘ Change’ as We” as a
significant interaction between the
condition and weight change, Partial
Tests of Between-Subjects Effects Eta Squared shows a large effect size in
Measure: MEASURE_1
Transformed Variable: Average bOth cases
Type Il Sum of Partial Eta
Source Squares df Wean Square F Sig Squared .
Intercept 4978195695 1 4978195695 2303.083 <.001 974 - The Tests of Befween—Sut.)]ecfs.Eff(.—:‘.cfs
condilan 118185 1 11m1es s oo1 table reveals that there is no significant
Error 134014 608 62 2161526

main effect of the condition

T i T i i,
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RQ 10: Effect of weight loss programme
Repeated/mixed ANOVA
Estimated Marginal Means 4. Experimental group * Weight
Measure: MEASURE_1
1. Grand Mean 95% Confidencs Intzrval
Measure: MEASURE_1 Experimental group  Weight  Mean  Std. Error Lower Bound — Upper Bound _ The ESfImeed
5% Confidence Interval Control 1 108.719 5810 187.087 210.351 X
Wean Std. Error  Lower Bound  Upper Bound 2 197.625 5.807 186.016 209.234 MGrgInGI Meons
Treatment 1 198.375 5819 186743 210.007
197.211 4108 188.995 205,425 : o o s e Tqb|fe.(sj refurn' t l
contiagence intervais
2 Experimental group for the main effect
Measure: MEASURE_1 Estimated Marginal Means of MEASURE_1 . N
95% Confidznce Interval " Expermental a nc.j the inferaction
Experimental group Mean Std. Error  Lower Bound  Upper Bound a, 5:;._‘:"“ \/Qnobles
Contral 198.172 5812 186.555 208.788 . 150 The plot mokes H—
Treatment 196.250 5.812 184,633 207.867 H . .
. \ easy to visualise the
3. Weight : N interaction of the
Measure:  MEASURE_1 E - two factors
95% Confidence Interval i
Weight Mean Std. Error  Lower Bound  Upper Bound
1 198.547 4118 190.322 206.772
2 195.875 4106 187.666 204.084 o . -
Weight

i

RQ 10: Effect of weight loss programme
Formatting tables

Double-click on the table you want to format to activate it

- To change the headings in the - To delete unnecessary rows or
table, double-click on the columns, select the respective
heading in question and edit cells and right-click to get to the

opfion Delete

Tests of Within-Subjects Effects
Tests of Within-Subjects Effects
Measure MEASURE_1
Maasurs MEASURE 1

o Type 1l
ParialEta  Sum of
Soures F Sig Squared Squares ar Mean Square o . N e " u
Weight Sphericity Assumed 176263 000 740 228445 1 28405 e I ; ] ;
Greenhouss-Gelsser 176253 000 740 228445 1000 228445 ! Bresnhns 7 w0 1000
Huynh-Feldt 176.253 000 740 228.445 1.000 228445 Huymh-Fldt 7 000 1.000 I
Lower-bound 176253 000 740 220445 1000 08405 | pwar-bound : 10 100 cu G
Welght* condition _ Sphericity Assumed 61488 000 498 79695 1 79685 Walght* condtion _ Sphenciy Assumea t 10 comr auec
Greenhouss-Gelsser 61488 000 499 79605 1.000 79685 ! GresnhoussGsissar 1.488 100 498 796808 100 pagy oty
HuynhFaldt 61438 000 498 79605 1.000 79805 | nan LML 100 Dot Dalete
Lower-bound 61488 000 499 79695 1000 7o695 | Lt ' el e L i ™ aele Tue
Error(Weight) Sphericiy Assumed 80359 62 1296
Greenhouse-Geisser 80350 62000 1296 R
Huynh-Feldt 80350 62000 1296 G 5
Lower-hound 80359 62000 1296

T i T i i,
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RQ 10: Effect of weight loss programme
Formatting tables

To change the order of the rows or columns, select the respective cells and
drag them to the desired place

Tasts of Within-Subjects Effects

Tests of Within-Subjects Effects

Vi zaurs VESELRE 1

TR Tavie Preperies

Ganw Mows Cat Farrats Beswrs Pening

For further changes, check out :
the Table Properties... window s w— | =
by right-clicking on the table .

Tasts of Within-Subjects Effacts

T e ]

Measur MEASURE_1

w B
|
RQ 10: Effect of weight loss programme
Exporting graphs
—— &= - Right-click on the

5 Export Output ,.-—

Objects to Export
O Al © Allyisible @ Selected

Estimated Marginal Means of MEASURE_1

- \ Document
Type: Options:
Views of Models.

[None (Graphics oniy) - Honor print sefting (setin Model V.

.
— Only graphics objects will be exported. Multiple

| coppas graphics file formats are available.

Paste Ater

Estimated Marginal Mesns

CrestaEdt Auloscriol
™ | 3ta utput

1 2 Change Options.

Weight
I
Graphics
Type: Options:
UPEGHie (ipg) T |mage size (%) ‘mu

Convertto grayscale ‘Nu

Change Options...

| (Browse.

RootFile Name:{H\CtherT Senices\OUTPUT jpg

[] Qpen the containing folder

I Lox)

graph fo show the
options and click
on Export...

In the document
section, select the
type None
(Graphics only)

In the Graphics
section, select the
type of format you
want to export to
Click on Browse...
to select the folder
where you want
fo save the
exported file to
Click OK

T i T i i,
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RQ 10: Effect of weight loss programme

Exporting tables

Measure: MEASURE_1

4. Experimental group * Weight

| Exmarimantal group_ Woight _ Mear B
Control 1 108718
2 197625
Treatment i 198375
194125
(Copy Special
Profile Pl
ofile Fiots Paste After
CraateiEdn Autos cript
Estimated Marginal| s, ot
. Bot Weigh!

W orr orr I —

Objects to Export
[O Al O Alvisible ® Selected

Document
Type:

Options:

Word/RTF (*doc).

Layers in Pivot Tables

Honor Print Layer setting (set in

Web Report (*.htm or *.mht)
Paortable Document Format (* paf)
PowerPoint (*.ppt)

Text - Plain (* tt)

Text-UTFS (*bd)

Text- UTF16 (~.bd)

I¥]

Wide Pivot Tables

Wrap table to fitwithin page mar.

Preseve break points and groups

Yes

Include Foatnotes and Caption

Yes

Views of Models

Honor print setting (setin Model

Page measurement units

Millimeters

WordRTF (*.doc) Page orientation Portrait
None (Graphics only) Page width 209

Ghange Options...
Eile Name:|H:0the \IT Senvices|OUTPUT doc ‘ Browse.

Graphics

o options available

[Z] Qpen the containing folder

—

Right-click on the
table to show the
options and click
on Export...

In the document
section, select
the type of
format you want
to export to

Click on Browse...
to select the
folder where you
want to save the
exported file to
Click OK

i

Additional features of SPSS
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Additional Functionality

Find and Replace

Explore Data (including normality tests)

Crosstalbs

Reliability Analysis
SPSS Settings

Find and Replace

« Can exchange specific values of a column by finding and replacing them
« Similar to recode info same variables

» E.g. changing coding of male gender from 0 to 2 in the pain medication
data
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Find and Replace

12 Pain Medication.sav [DataSet8] - 18M SPSS Statistics |

Fle Edt View Data Transform Analwze

o S ez P )
s s CEETTE L ]
fle Edl View Data Transform  dnalze D o o X
=1 ey Boom lenareiace
o 0 Copywith Variable Names Column:  gender
Gopy wih Variable Labels
& ago | &b gender | dlihealth | Find: [o =]
1 32 0 3 I Paste Clries =
z 32 0 2 Replace with: ] -]
3 3 1 3 I
g s R 2z & Clgar Delete M watch case
£ B E : Insert Variable
[ AN : o
7 m 3 3 [ insent Cases
Tl 1 3 Search Data Files
s I 1 : B e Enanen )| gopiace J( Repiacoms | iz [ rap ]
10 42 1 3 1| 8 Find Mext F3 —
" 4 . ? 1) & Replace Cirieh
N2 Gatacase

- Select the column in which you want to replace the values by clicking on the variable name

- Click on Find... in the tab Edit

- Select the tab Replace, then define which value you want to find and which value you want
to replace it with

- Click on Replace All to replace the values in the selected column

i

Explore data

Presents descriptive statistics
« Can return extreme values

» Can create histograms, boxplots, Q-Q plots and stem-and-leaf plots

Can test for normal distribution

Use Reliability data
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Explore data

wm_ snalge  Graphs
Repors

& Taples
Gompare Means

Descriptve Statistcs
Bayesian SaNsNcs

Utiities  Egtensions  Window  Help

r =

| EFrequencies

~

3 Explore - [
DependentList
& spo1 .l
% | & spoz |
& enns =

Eactor List

-

Label Cases by:
=

[
|l Displa:

[l {@gum © statistics © Plots ‘
[

[

(o) o ot (o e

===
[
Plots...
Options..

¥R Explore: Statistics

Descriptives
Confidence Interval

[] M-estimators

Outliers

(] percentiles

for Mean: %

3 Explore: Plots ==
Boxplots Descriptive
© Eaclorlevels togsther | | [F] Stem-anc-leaf
© Dependents together | | (¥ Histogram
®itons

- Select Explore... under Descriptive Statistics in the tab Analyze

- Select the variables you want fo explore in the Dependent List box

- Click on Statfistics and select the statistics you want to receive, then click
Continue

- Under Plots you can add boxplots, histograms, stem-and-leaf plots, and
normality fests, then click Contfinue

- Click on OK in the main window

[/ Normality plots with tests

Spreadvs Level with Levene Test
®

Explore data

Descriptives Extreme Values

Statistic St Error

Cass
SDOT Mean 3966 0789 Lok e
85% Confidence Inteval  LowerBound 3610 SUC U 0re : e Tests of Normality
for Mean 2 n A0
Upper Bound 4122 N .
3 50 Kalmogorav-Smimov Shapiro-Wilk
5% Trimmed Vean 4018 . ) 50 statisti o s Statsi o s
= o : K atistic ig atistic i
evares 73 5D01 207 118 000 831 118 000
st 1 13 20
Std. Daviation gsor . " o sDo2 362 118 000 524 118 000
MInimUT) 20 3 1 20 SD03 327 118 000 738 118 000
CETu 50 s 7 20 5D04 361 118 000 523 118 000
Range 30 s 72 20"
5005 269 118 000 858 118 000
Interquartiz Range 10 002 Highest 1 . 50
S e o = . o D06 326 18 000 585 18 000
Kurasis out e B B 50 a. Lillisfors Significance Gorrsction
SD02  Mean 45509 0596 4 9 50

- SPSS returns a table with the standard set of descriptive statistics

- If the Outliers option was selected under Statistics, SPSS displays the most extreme values for
each variable

- If the Normality plots with tests option was selected under Plots, SPSS returns Kolmogorov-Smirnov
and Shapiro-Wilk test results. In both cases, significant results indicate that the distribution is
significantly non-normal

- SPSS returns the requested plofts

T i T i i,
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Crosstabs

» Allows you to create tables which group the sample according to
categorical variables

» Simple version of custom tables

+ Use pain medication data

Crosstabs

13 Pain Medication sav [DataSetE] - IBM 5956 Staitics Data Edie Y = 2 Crosstabs: Cell Display (=]
File Edt View Data  Transform  Anabes  Graphs  Uiilies Edensions Window  Help
= Rowis)
GEHS @M Regorts C = 3 s LEmc ) Counts test
= = g e . 7 Ago i years age] & Treamment condwon]
- Lot o " | Ereguencies & Genderfganden  gafisics.. | [¥ Observed [F] Compare column proportions
- 7 L nn ' | pesaiptes afl Generai hoamh moan] e [7] Expected M Adjust p-values (Bonferroni method
age &b gender Taples * | & Epiore & Pain bafore reatment pa. Columnis) E
L 32 0 Compare Means 3 & Change in pain before-an.. A dos: [7] Hide small counts
T Crosstass... i [os el
2 | = 0| GoneaLinearioae , _site. | Less than |-
3 £ T B + [ERTURF A —
Layer 1 011
[F] Row [C] Unstandardized
= [E] Column [7] Standardized
[7] Total [7] Adjusted standardized
L Noninteger Weights
7] Disptay clusterea par charts
3 Suppress tabies @ Round cell counts  © Round case weights
m@@@ @ @ Truncate cell counts © Truncate case weights
© No adjustments
(Gt ) e

- Select Crosstabs... under Descriptive Statistics in the tab Analyze

- Add the variable Treatment and Dosage into the boxes for Row(s) and Coloumn(s)
- Click on Cells... to specify the content of the cells of the crosstalbs, in this case we want the
observed count in order o see how many people are in each condition, then click Confinue

- Click OK

T i T i i,
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Reliability Analysis

» Returns Cronbach's Alpha

« Canrequest Cronbach's Alpha if items were deleted

+ Allows you to assess internal reliability of a questionnaire with several items

Reliability Analysis

Dimension Reduction

Scale * | @l Resasitty Anaiysis.
Honparamatic Tests ¥ | 25 musicimensionai Unfoiding (PREFSCAL)

- Select Reliability Analysis... under Scale in the tab Analyze

- Select the item variables you want to test and add them to the
box on the right

- Open the Statistics... window and select the statistics of interest,
then click Continue

- Click OK in the main window

5 Statisbs Dot Etor
o T e —
mstorm  Analgs  Graphs  Uilties  Exfensions  Window  Help 2 X - 2
e L @ Y e |
k‘ Dgacripte Stanstics » =N ) E ;:gg; |
Bayesian Siallstics B # 5003 |
S0 Taes C # 5005 & s00% var # sooe
0 0 » | & s0os |
Compars Waans v % 2508 |
General Lineat Moge! B 1o 50 |
Generalized Linear Wodels B 80 40 |
MigsaMosels 52| 50 — |
Conetate v 40 40 Mocet [Co—
Regrassion B :; i; Scale labst |
e ' i u () () () G 1) |
NeusNietgons ,
- 30 20
40 30

3 Reliability Analysis: Statistics [
rD for [ Inter-ltem
Item [ Correlations
Scale [7] Covariances

[ Scale ifitem deleted

[[] Covariances
[] Correlations

r ANOVA Table
7] Means @ None
[T] variances © Etest

© Friedman chi-sguare

@ Cochran chi-square

[T Hotelling's T-square

Two-Way Mixed

erval: |95

[l Intraclass correlation coefficient

[7] Tukey's test of additivity

Type: |Consistency

Testvalue: 0

(goranue) [_cancer |[_riep

T i T i i,
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Reliability Analysis

Reliabllity Statistics Inter-ltem Correlation Matrix Item-Total Statistics
) SDo1 spo2  SpD03  SDo4 | spos | spoB Scale Corrected Squared Cronbach's
'| Cronbach's Scale Meanif  Variance i ltern-Tatal Multiple Alpha ifftem
Alpha Based 3 SDOt 1.000 450 449 320 267 274 fem Delsted  liem Delstsd  Comslation Gorralation Deleted
on
Cranbacns | Stangerdized §D02 450 1.000 438 459 17 476 3001 21763 6200 545 3% 522
Alpha Iterns N of tems sD03 49 438 1.000 265 204 301 4 SD02 21180 6.960 583 427 525
701 7277 6 Elorol 320 459 265 1.000 072 335 5003 21.288 6.959 535 308 637
D05 267 17 264 022 1.000 14 SD0% 21203 6933 38 219 575
D06 274 476 301 335 14 1.000 SD05 21941 6.962 230 135 742
Item Statistics .
SDOG 21.280 6972 428 254 663
Mean Std. Deviation N
SDO01 3,966 8567 118
sD02 4559 6477 118 Scale Statistics
2 5003 4481 6608 118 Mean  Vaiance St Deviaion N offtems
sD04 4525 8135 18 5 26729 9.259 30429 [
EElel} 3788 1.0116 118
sD0B 4449 7578 118

- The first table shows the overall Cronbach's Alpha, when all 6 items are included

- The second table depicts item statistics, the third table shows the requested inter-item
correlations

- Inthe last column of table 4 you can find the potential Cronbach's Alpha when deleting the
respective item

- Table 5 shows the statistics of the scale when including all 6 items

i

SPSS Settings

« Can set defaults for the formatting of charts, tables, outputs generally, etc.
[#3 “Wesght Loss Condition L3av| -1

[Ele Edt View Qata Transform dnalyze

=< & Undo otz [

X b
m— ]

Search Data Files it~

]
]
I
]

£ Gorcage
e Goto varavle |

+/ Options.

(Lo ) (cmon), _tson ) v

3=
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Cleaning Output

E {E output . .
BiLog It is possible to delete results from the output
E Gal | Linear Model . . . . . .
g Or if you just want to hide it to gain more overview,

L Within-Subjects Factors
(5 Between-Subjects Factors

~-LF) Multivariate Tests
L& Mauchly's Test of Sphericity
L8 Tests of Within-Subjects Effects
(@ Tests of Within-Subjects Contrasts
L& Tests of Between-Subjects Effects

({8 Log

-] Title
Notes

-8} Wamnings

L& Within-Subjects Factors

(8 Between-Subjects Factors

L& Descriptive Statistics

L8 Mutivariate Tests

~-{gj Mauchly's Test of Sphericity

L& Tests of Within-Subjects Effects

() Tests of Within-Subjects Contrasts
(5 Tests of Between-Subjects Effects

~-{&] Estimated Marginal Means

Repeated Measures ANOVA Weight"Condition

you can click on the minus symbols next to the
mother tabs

You might want to give your analyses different names
so they are not all called the same

Double-click on the rows you want to rename and
start editing

Title
18 1. Grand Mean
L& 2. Experimental group
g 3. weight
L& 4 Experimental group * Weight
E--{E] Profile Plots
o[ Title

- [[}) Experimental group * Weight

i

Syntax window

- File which gathers all the code produced during analysis
- Can be used to keep track of actions
- Can be used to reproduce analysis easily

- Can be used to modify output (especially graphs) without having to re-do

lots of steps
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Further Exercises

1. For the condition variable in the pain_medication file, find and replace the
control group’s value from 0 to 1 and the treatment group’s value from 1
fo 2.

2. Inthe pain_medication file, create crosstabs with the categorical variables
gender and general health to find out how many participants fall into
each group.

3. Inthe breakfast file, explore the satiety variables and check whether they
are normally distributed. Use a syntax file to perform this task.
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