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The small print

Prerequisites

Time in the workshop is precious — it is an opportunity for you to interact with the workshop leader
and other participants through questions and discussions and to share your experiences and
concerns. To make the most of this time we sometimes ask you to carry out learning activities ahead
of the workshop so that everyone comes into the class with the same basic knowledge. We keep this
prior learning to a minimum and often make use of online videos. Online videos provided through
LinkedIn Learning can be accessed free of charge by University members anytime, anywhere, through
a browser or app.

Your course booking will tell you if any prior learning activity is required. If you don’t have an
environment where you can do this learning, you can come along to one of our LinkedIn Learning
sessions. These are a quiet space where you can work through videos or other workshop resources.

If you arrive for a workshop without having done the prior learning, the workshop leader may
suggest that you come back on another session.

Copyright
This version of the course materials is adapted from teaching slides and handbook created by Kerstin
Frie and subsequently edited by Rachel Pechey. Jacqueline Murphy updated the teaching slides (text
edits and screenshots of the latest version of SPSS) and revised the handbook structure.

Jacqueline Murphy makes this booklet and the accompanying slides available under a Creative
Commons licence (BY-NC-SA: Attribution-NonCommercial-ShareAlike).

The Oxford University crest and logo and IT Services logo are copyright of the University of Oxford
and may only be used by members of the University in accordance with the University’s branding
guidelines.

About the workshop designer

Jacqueline has expertise using SPSS, R and Stata software for statistical analysis, and has been
working in quantitative medical research since 2010, including as a researcher and statistician for
University of Oxford and Queen Mary University, London. Jacqueline has previously been a teaching
assistant (demonstrator) in statistics for MSc level courses alongside her work in Oxford and is an
Associate Fellow of the Higher Education Academy.

Revision history

Version Date Author Comments

1.0 2019 Kerstin Frie Created original teaching slides

2.0 2020/21 Rachel Pechey Edited teaching slides and handbook
3.0 October 2022 Jacqueline Murphy Revised handbook structure and edited

teaching slides (text edits and updated
SPSS screenshots)



About this workshop

SPSS is a statistics and data analysis program. This course aims to provide participants with the skills
to handle data and perform statistical analyses using SPSS. The course is at beginner level and is
aimed at researchers and others who want to use intuitive and flexible statistical software that does
not require writing code.

What you will learn

During the course, we will look at the SPSS interface (including output file vs data file; variable view
vs data view; how to create a variable, define a variable, add data).

You will learn to organise your data well in SPSS, sorting and selecting, managing duplicates and case,
and controlling variables. With descriptive analysis, you will use frequencies, custom tables and
graphs. SPSS offers tools for performing and interpreting tests for associations (bivariate and partial
correlations and regressions) and tests for means and variances (t-tests and ANOVAs).

The emphasis is on using SPSS to perform statistical analyses, rather than teaching statistical theory.
Further resources for learning statistical analysis using SPSS will be signposted in the course slides.

What you need to know

Prerequisites for the course: A basic understanding of statistical concepts (such as mean, median,
standard deviation, p-value) is expected.

If you need to review this knowledge, LinkedIn Learning is a great place to get guidance. There is an
activity with relevant videos in the IT Learning Portfolio: visit skills.it.ox.ac.uk/it-learning-portfolio
and select or search for “SPSS”.

The resources you need
The computer, software, and course data files are provided. For participants using the IT Learning
Centre devices the course files will be made available directly on the computers before you arrive.

Alternatively, you can bring your own with the latest version of the SPSS software already installed
(read our guidance first). You will need to be able to copy the provided data files from the classroom
computers onto your own device (i.e. using a USB memory stick). There will be limited time for
troubleshooting technical (e.g. installation) problems with personal devices during the course so you
are advised to use the classroom computers unless you are familiar with setting up statistical
software on your own device.

Course Objectives

This workshop has the following objectives which will be addressed through teacher-led
demonstrations, exercises for participants to complete, and a take-home course handbook:

Objective One: Be familiar with the layout and structure of SPSS
Objective Two: Organise data in SPSS
Objective Three: Become familiar with SPSS outputs for a range of statistical tests

Objective Four: Become familiar with SPSS outputs for a range of statistical tests



Further information

Getting extra help

The IT Learning Centre offers bookable clinics where you can get pre- or post-course advice. Contact
us using courses@it.ox.ac.uk.

Study Videos from LinkedIn Learning

On our website, you will find our collection of self-service courses and resources. This includes
providing LinkedIn Learning video-based courses free to all members of the University. Visit
skills.it.ox.ac.uk/linkedin-learning and sign in with your Single Sign-On (SSO) credentials.

Some courses recommend pre- and/or post-course activities to support your learning. You can watch
the online videos anywhere, anytime, and even download them onto a tablet or smartphone for
off-line viewing.

About the IT Learning Portfolio online

Many of the resources used in the IT Learning Centre courses and workshops are made available as
Open Educational Resources (OER) via our Portfolio website at skills.it.ox.ac.uk/it-learning-portfolio
and select or search for “SPSS”.

Find the pre-course activity for this course in the IT Learning Portfolio: visit
skills.it.ox.ac.uk/it-learning-portfolio and select or search for “SPSS”.

A copy of the SPSS data sets used during the course is provided at:
https://skills.web.ox.ac.uk/spss-up-and-running-for-academic-research-course-pack

About the IT Learning Centre

The IT Learning Centre delivers over 100 IT-related teacher-led courses, which are provided in our
teaching rooms and online, and we give you access to thousands of on-line self-service courses
through LinkedIn Learning.

Our team of teachers have backgrounds in academia, research, business and education and are
supported by other experts from around the University and beyond.

Our courses are open to all members of the University at a small charge. Where resources allow, we
can deliver private courses to departments and colleges, which can be more cost-effective than
signing up individually. We can also customize courses to suit your needs.

Our fully equipped suite of seven teaching and training rooms are usually available for hire for your
own events and courses.

For more information, contact us at courses@it.ox.ac.uk.

About IT Customer Services

The IT Learning Centre is part of the Customer Services Group. The group provides the main user
support services for the department, assisting all staff and students within the University as well as
retired staff and other users of University IT services. It supports all the services offered by IT Services
plus general IT support queries from any user, working in collaboration with local IT support units.

The Customer Services Group also offers a data back-up service; an online shop; and a
computer maintenance scheme. Customer Services is further responsible for desktop computing
services — for staff and in public/shared areas — throughout UAS and the Bodleian Libraries.


https://skills.it.ox.ac.uk/linkedin-learning
https://skills.it.ox.ac.uk/it-learning-portfolio
https://skills.it.ox.ac.uk/it-learning-portfolio
https://skills.web.ox.ac.uk/spss-up-and-running-for-academic-research-course-pack
mailto:courses@it.ox.ac.uk
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SPSS

« SPSS is a widely used statistical software package produced by IBM
 Allows you to perform the most common statistical calculations

+ No coding needed, intuitive point and click interface

SPSS is available for Windows and Mac, works in exactly the same way on
both systems




Structure of this Course

» The course is structured around a series of Research Questions (RQs)

* In-person sessions:

« |Instructor-led demonstrations

» Give-it-a-go exercises with trouble-shooting help

* Handbook:
+ Contains all computing steps for the demonstrations and exercises

» Glossary of statistical concepfts

https://skills.web.ox.ac.uk/spss-up-and-running-for-academic-research-course-pack

Research Questions Organising Data Descriptive Analysis |Graphing Simple Stats Associations ANOVA Output Usage
RQ1: Frequency sweet vs savoury Compute vaAriabIes Bar chart
breakfast Recode variables
RQ4: Differences in height by gender ~ |Compute variables Independent-samples t-test
RQ 6: Relationship general pain and pie chart partial correlation
age, controlled for health
) . Cleaning output
e 1:"::::“ Cilielahtio=s Merge files Repeated /mixed ANOVA  |Formatting tables
Proe Exporting graphs and tables

Additional Features

Find and Replace

Explore Data
Crosstabs




Before we start...

Please feel free to ask clarifying questions during demonstrations

» Please do ask for help during the give-it-a-go exercises

All data are adapted from SPSS example data sets or fabricated

Please feel free to save the example data on a USB drive so you can use it
at home (tip: keep a *master” copy of the original unedited data)

Statistical concepts we will be using

* Mean/Standard Deviation/Variance
» Between- vs Within-Subjects Variables
» Significance level and p-values

« Confidence Intervals

o t-fests

« Correlations

+ ANOVAs

* Regressions




Getting started in SPSS

» Using Data in SPSS
* Import the Import.xisx file info SPSS
* Open the Breakfast.sav file in SPSS
» Data vs. Output
» Take alook at the Data and Output windows
» Variable view
* Inthe Variable View of the data file, create a new variable named age
» Define the variable age as numeric, with 0 decimals, at scale measure

RQ1: Frequency Sweet vs Savoury Breakfast

* Data set of 31 participants’ breakfast consumption over 40 days

» 11 variables: gender, satiety of sweet & savoury breakfast, breakfast units split up
by breakfast items: 3 x savoury, 5 x sweet

I® Do participants consume predominantly sweet or savoury foods for breakfast?
+ Compute averages sweet vs. savoury foods
» Compute difference sweet vs. savoury foods
» Recode difference score into a categorical variable
* Bar chart: Frequency predominantly sweet vs. savoury foods




RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: average sweet items

Compute Variable...

11 “breakfast.sav [DataSetf] - IBM SPSS Statistics Data Editor
Ele Edl View Data

=l 1]

# Compute vanable.

. 2 Programmaniy Transfarmation

[ Count Vatues witin Gases

- | snmvalues

3 2 [E Recoge into Same Vanables.
- 1| Bl Becoos nto Derent vanasies
4 2 | [ amomatic Recoae

5 1 |l create Dummy variabies

& 2 | i visuai Binning
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13 1 |84 Replace Missing values.

i 2 | @ Random Number Generators
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16 2 oo T
17 1 63.00 340
18 2 59.00 360
19 1 9300 280
20 2 57.00 310

Go to Transform and select

Transform  Analze  DirectMarkeling  Graphs.
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e - - -

3 ¢ ite Variablj
1 Compute Variable g - =3

Target Variable: Numeric Expression:

AVG_sweet - [wT+Fi+DP+cD-CO)re

Type & Label..

& Gender gender) +
& Weight tweight

& Hours of satiety afte

Function aroup: I

&) Hours of satiety afte
& Nutella toastunits o
& Fruitand joghurtuni
¢ Danish pastry units
& Glazed donutunits
& Chocolate cereal un..
& Avocado toast units
& Baked beans ontoa
& Toastwitn cheese a...

‘ @(uptiuna\ case selection condition)

Al =

Arithmetic ] i
CDF &Noncentral CDF
Conversion
Current Date/Time
Date Arithmetic

Date Creation =]

Eunctions and Special Variables i

— — — — —

- Enter a target
variable name

- Double-click on
the five sweet
breakfast
variables to add
them to the
numeric
expression box

- Enter "+" between
the variables to
add the values
and put brackets
around all
variables, then
divide by 5

- Click OK

RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: average savoury items

62 "breaktaseso atases] - 5N 5755 Svatisics o s A

Flle  Edit View Data Transform Analze DirectMarkeling Graphs L

= H [g] B Compute Variable.
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4 Compute Variable

Target Variable

Numeric Expression

_  [MEANATBBT.TCH)

Type & Label.

& Gender [gender] -

& Weight [weight]
& Hours of satiety afte

Function group:

& Hours of satiety afte
& Nutella toast units o
& Fuitand joghurt uni
& Danish pastry unis ..
& Glazed donut units
& Chacolate cereal un
& Avacado toast units
&P Baked beans on toa
& Toastwith cheese a..

Wiscellan
Missing V:
PDF & Nol

Search
Significan:
Statistical

aluss [
ncentral POF

Random Numbers
ce I

eous

Eunclions

and Special Variables

GChvar

& AVG_sweet Max
MEAN(numexpr numexprl.J). Numeric. Retums the —
arithmetic mean of its arguments that have valid, !
values. This function requires twa or mare Median
arguments, which must be numeric. You can speciy a Min
minimum numboer of valid arguments for this function to be Sd
evaluated sum
Variance
‘ (i) tomtionai case selection condition) ‘
I
f

Select Compute
Variable... from the
tab Transform

Enter a target
variable name

Find the Mean
functionin the
function group
Statistical
Double-click on all
the variables you
want to include in the
calculation, make
sure they are entered
between the
brackets, separated
by commas

Click OK




RQT: Frequency Sweet vs. Savoury Breakfast
Compute variables: difference sweet vs. savoury

{2 st s w55 i v A
File Edt View Dsta Transform Anabze DirectMarketing Graphs L e . . _ ) A
=] = =  Compute Variadle ! {2 Compute Variable - - - . * . ==
L = "
e T =
[r ‘ [ Count Values within Cases. L Target Variable: Numeric
Pender | | ginvaes [l Difi_sweetSavory - [Ave_savory-AvG_sweef
1 1
= 3 [E Recode into Same Variables. Type & Label...
3 1| & Recode into Difierent Variables & Gender (gencer] 7
7] 2 | B automatic Recoge & Weight [weight]
£ Hours of satiety afte Function group: f
5 1 Create Dummy Variables ours of sa A =
5 2| B2 visual gini & Hours of satiety afte. I
}£ Visual Binning @ Nutellz toastunlts o, Arthmetic I
7 1| B¢ optmat sinning & Fruitand joghurtuni CDF & Noncentral CDF
B 2 Prepare Data for Modeling & Danish pastry units Conversion

& Glazed donut units
4 Chocolate cereal un
& Avocadotoast units .
¢ Baked beans ontoa
& Toastwith cheese a
& AVG_sweet

& AVG_savory

‘ (nphnna\ case sslection condition)

Current Date/Time
Date Arithmetic
Date Creation

a1

Eunctions and Special Variable:

$Casenum
sDate
$Date 11
sJDate
38ysmis
$Time

Abs

Any
Applymodel
Arsin

1”0

N —

Select Compute
Variable... from
the tab
Transform

Enter a target
variable name
Double-click on
the variables you
want to include
in the calculation
Add “-" between
the variables to
substract one
value from
another

Click OK

RQT: Frequency Sweet vs. Savoury Breakfast
Recode variables: sweet vs. savoury

#2) *breakfast sav [DataSet6] - BM SPSS Statistics Data Editor | N

Eile  Edit  View

Data

Transform  Analyze

Direct Marketing

Graphs

Utilities -

SHE

B Compute Variable

T

[32: weight [
|&nr| &
1 2 12
2 D 1
E 0
4 2 14
5 D 9
6 2 "
7 2 14
8 D 0
9 2 12
10 2 13
noD 2

[ count Values within Cases
Shift Values.
[& Recode into Same Variables
[&] Recode into Different Variables
[ Automatic Recode
Create Dummy Variables
[bE Visual Binning.
[ Optimal Binning.
Prepare Data for Modeling
BARankCases.
5 Date and Time Wizard.

Select Recode into Different Variables... from the tab Transform
Add the variable you want to recode to the middle box
Choose a name for the output variable (recoded values)

- Optional: add a label fo remember what the variable consists of

f Nutella toast unit.
& Fiuitand joghurt ...
gi9 Danish pastry uni...
f Glazed donut unit
f Chocolate cereal
gi9 Avocado toast uni...
& Baked beans on t.
f Toast with chees
& AVG_sweet

& ANG_savory b

Old and New Values..

& TCH .
w - Click Change
9 . . .
. - Click Old and New Values... to define the recoding
9
., 12 Recode into Different Variables - ‘. ==}
8
_ Mumeric Variable -= Qutput Variable: Output Variable
2 #” Gender(gender] 2 Diff_SweetSavory —= SweetSavoury
7 & Weight weight] Mame:
" &5 Hours of satiety a Label:
6

Predominantly sweet or s

| (optional case selection condition)

50 (e (o) G
ey L




RQT: Frequency Sweet vs. Savoury Breakfast
Recode variables: sweet vs. savoury

o . . . . - - « - Anew boxwill have appeared
G Recode into Different Variables: Old and New Values - . A ﬁ _ SeleCT chge, LOWEST Through

- Old Value New Value value and enter a negative
© value: ® Value: [1 | value close to zero
(&) S g - Enter “1" into the box Value in
e B the section New Value and then
@) System- or user-missing . . .
© Range: 0ld — New click Add to confirm this
= Lowest thru -0.00000001 —= 1 recoding
0.000000001 thru Highest — 2
I - SelectRange, value through
| HIGHEST and enter a positive
@ Range, LOWEST through value value close to zero
- Enter "2"(or any other value but
@) Range, value through HIGHEST: .
[] outputvariables are strings ] ).lnto The bOX VCIIUe Ond Odd
© All gther values B this recoding fo the box

- Click Continue to get back to
the previous dialogue
— — — — - Click OK to start the recoding

[Qominue][ Cancel H Help ]

RQT: Frequency Sweet vs. Savoury Breakfast
Bar chart: Frequency sweet vs savoury
£ “Breakfast.sav [DataSet?] - IBM SPSS Statistics Data Editor N
File Edit View Data Transform Analze Graphs Utilies Extensions  Window 1@ Chart Builder [
= b = illl Chart Builder.. Variables: Chart preview uses example data Element Properties tions
= H [—!] £ o ELE_ Template Chooser. & Hours of satietya_[4] Simple Bar Count = Engmpsms:uf = L=
[32 Predom [ [ weibull Piot 4 Nutellatoast unit " Bar =
B TP 2N PR ) S — - %g::::zfgg“:m = i ]
2 390 1 5 1 Legacy Dialogs » Glazed donut unit. Titla 1 hal
3 R e 7 e i T
n 420 14 10 1 2 5 1 7 9 4 Baked beans ont Statistic:
& Toastwith chees... [count -
- Select Chart Builder from the tab drotmrams. BmE
Grophs H Category 2 Category 1 Category 2 [More.] [T Display grror bars
ErrorBars Represent—————————————————————————————
- Inthe bottom section, choose the
category Bar in order to see the Gallsry| Basic Eloments GroupsiPoinD TiesiFootnaes.
different bar chart options S
- Double-click on the simple bar chart = Hl_lﬂ mm fbl ‘ .\
(top left) =N e :
- Drag the recoded variable from the o | LI | A
variable list to the x-axis Booot
- The y-axis should automatically =
change to Count (o ) pae ) pone ) caren) e |
- Click “OK*




RQ2: Breakfast Units

+ Same data set as RQ1

1"~ Do participants consume more than one unit of breakfast per day?
« Compute variables: sum of breakfast items
» Get to know the data: Descriptives of the variable in question

* One sample t-test: Did the participants consume more than one unit of
breakfast a day (i.e. 40 units over 40 days)?

RQ2: Breakfast Units
Compute variables: sum of breakfast items

12 “breakfastsav [DataSets] - BM SPSS Statisics Data Ed

S D [HRE s veane ¢
,, [=

[z Target Variable: Numeric Expression
Count Values within Cases.
% 2 snde ] cnanes 7] Sum_Units| - [nT+FI+DP+GD+CC+AT+BET+TCH
2 Recode into Same Variables... L
3 1| B Recode into Different Variables.
2 | FEl automatic Recode & Gender [gender] Y
1 Create Dummy Variables & Weight [weight]
2| % visual ginning. & s of satiety ate Function group:
1| B optimal Binning. || | &5 g#urs of satiety afte - =
J 2| prepare Datafor odeling » | |4 nuteha toastunits Arithmetic
& Fruitand joghurt uni CDF & Noncentral CDF
| ¢ Danish pastry units . Conversion
|| | & ciazed donutunits Current Date/Time
|| | ¢ Chacolate cereal un... Date Arithmetic

A

& Avocado toast units Date Creation
f Baked beans ontoa...

& Toastwith cheese a...

Functions and Special Variables:

§Casenum =
& AVG_swest $Date I
& AG_savory SDate11
& Diff_SweetSavory $JDate
1 &; Predominantly swe. $5ysmis
$Time
Abs
1 Any
1 | (nmmna\ case selection condition) | A;::‘nm -

[ElI

i (Lox ] (easte) (eset (cancet] (et ]

Select Compute
Variable... from
the tab
Transform

Enter a target
variable name
Double-click on
all breakfast
variables to add
them to the
numeric
expression box
Enter “+"
between the
variables to add
the values

Click OK




RQ2: Breakfast Units
Descriptive Stafistics

153 *Breakfast.sav [DataSet?] - IS SPSS Statistics Data Editor

Eie  EGN  View Dala  Iransform  Analge  Graphs  Utities  Etensions  Window  Help

— 1 O | Repoms »
Si-1 m = { Dgsciptive Statistics
32 Predom

3

* | E Erequencies...
Bayesian Statistics * | @ psscriotas_

saoury | #NT | #£F) | Taples PR Elom.

Al (

T3 Descriptives

Variable(s).
& Sum_Units

&7 Hours of satiety a... |4
& Nutella toast unit.
@f Fruit and joghurt .
f Danish pastry uni
f Glazed donut unit...
49 Chocolate cereal

& Avocado toast uni...
g? Baked beans ont
& Toastwith chees... ||

[T] Save standardized valuss as variables

|OK Paste Reset || Cancel Help

Options...

B trap...

IEE

B

r
@ Descriptives: Options.

[ Mean [C] 8um

Dispersion

[ Sid deviation [ Minimum

[] ¥ariance [ Magimum
[7] SE mean

Distribution
"D Kurtosis [7] Skewness

Display Order ——————
@ variaple list

© Alphabetic

© Ascending means |

© Descending means

Continue || Cancel Help
——

Select Descriptives...
under Descriptive
Statistics in the tab
Analyze

Add the variable Sum to
the Variable(s) box

Click on Options... Select
the statistics of interest,
then click on Continue
Click OK

RQ2: Breakfast U

One-sample t-test

nits

{3 “Breaktast.sav [DataSet2] - IBM SPSS Statistics Data Editor

Ele Edi View Do Trnslorm  Analoe Graphs  Uiies Eensions indow Holo

o =) m .. | Regoris v _]

H= = Davoroie Sutetcs :
32: Pradom Bs 4
bavoury | £1T| £Fy Tables G

1 410 12 " Compare Means ¥ | [ peans...
2 390 1 8| Genersl Linear bodal v
3 a0 0 8| GeneralgedLinear Models v
4 420 1" 0 e tadeie L

- Select One-Sample T Test... under Compare Means in the tab Analyze

i 9 @l

# TCH| & Predom ar

I3 one-ample T Test
A independent-Samples T Test

8 One-Sample T Test

& Gender [gender]

ﬁ Hours of satiety after sweet food on
& Hours of satiety after savoury food o
& Nutella toast units over 40 days [NT]

& Fruit and yoghurt units over 40 days E

& Danish pastry units over 40 days [DP]
& Glazed doughnut units over 40 days
& Chocolate cereal units over 40 days
& Avocado toast units over 40 days [AT]
& Baked beans on toast units over 40
& Toast with cheese and ham units ov.

Test Variable(s)
& Sum_Units

X

Options
Bootstrap

Test Value [¥] Estimate effect sizes

‘ Paste J ‘ Reset

[cancel| [ Help |

- Double-click on the sum variable to add it to the box
- Enter the value against which you want to test the data in the Test Value box, in this case 40

- Click OK




RQ2: Breakfast Units
One-sample t-test

One-Sample Statistics - SPSS returns a table with statistics,
Std. Error a table with the test results and a

N Mean Std. Deviation Mean TObIe W”‘h effecf SiZeS
Sum_Units 31 56.03 6.585 1.183

- The second table gives the p-
value for this two-tailed test in the
column Significance (Two-sided

One-Sample Test
TestValue = 40
95% Confidence Interval of the

Significance Mean Difference p), if this value is below 0.05, it is
t df One-Sidedp  Two-Sided p Difference Lower Upper Considered SIghIfICOnT - The
Sum_Units 13555 30 <001 <.001 16.032 13.62 18.45 . e
sample's mean is significantly
different from the value against
One-Sample Effect Sizes which it was tested
Point 95% Confidence Interval
Standardizer® Estimate Lower Upper _ |n thS C(Jse, We ﬁnd Thof The
Sum_Units  Cohen's d 6.585 2435 1722 3136 . . .
Hedges' correction 6.756 2373 1.679 3.057 pOrT|C|pOnTS Ofe Slgnlflconfly more
a. The denominator used in estimating the effect sizes. than 40 breakfast items across the
Cohen's d uses the sample standard deviation. 40 dOys Of The STUdy

Hedges' correction uses the sample standard deviation, plus a correction factor.

RQ3: Effect of Food Types on Satiety

- Same data set as for RQ1 and RQ2

« Data on satiety of sweet vs. savoury breakfast

1" Do sweet or savoury foods fill you up for longer?
» Paired-samples t-test

10



RQ3: Effect of Food Types on Satiety
Paired-samples t-test
3 *Breakfastsav [DataSet2] - IBM SPSS Statistics Data Editor
File Edt  View Data Transform Anahze Graphs  Ufililes Extensions Window Help
SHHE o~ - Remms » ey ) )
32_P WH = m e —— :I i D | &8 paired-Samples T Test X
: Predom Bayesian Stalistics »
avoury | & NT | & FJ Taples v || @ TeH] & Predom | | Paired Variables P
; ;;z :i ‘; ::f::::?;ﬂ . : [T & Gender [gender] Pair Variable1 Variable2 II
3 410 0 8| GonerolgodLinoar Mosels { R | # Hours of satiety after sweet food on 1 & Hours of sati_ g Hours of sai... [Bootstrap._]
A T “ 10 uger]ua’de\s [ Independent-Samgles T Test. & Hours of satiety alter savoury food o... 2
§ EXCIE R | [y e ) 9‘”’"‘3"‘"""’::‘:‘t'm"‘”"" & Nutella toast units over 40 days [NT]
5 szs E :? Rearession v az::ai:w : & Fruit and yoghurt units over 40 days
""""" * ' & Danish pastry units over 40 days [OP] 7‘
& Glazed doughnut units over 40 days..
& Chocolate cereal units over 40 days
& Avocado toast units over 40 days [AT] had
& Baked beans on toast units over 40
y Toast with cheese and ham units ov.
& Sum_Units [A Estimate effect sizes
Calculate standardizer using
. ® Standard desiation of the difference
- Select Paired-Samples T Test... under O Gomected standard deviation of the difference
Compare Means in the tab Analyze © fverage of vanances
- Double-click on the two satiety Help
variables fo add them to the two
columns of the box
- Click OK
RQ3: Effect of Food Types on Satiety
Paired-samples t-test
Paired Samples Statistics
Std. Error
Mean N Std. Deviation Mean
Pair1  Hours of satiety after 2.9806 3 50360 .09045 . -
sweetfood on average - SPSS returns four tables, one with stafistics,
AT, o T S.5152 & ZBElH A one with correlation results, one with the test
savoury food on average . .
results and one with effect sizes
Paired S les C lati . . . .
aired Samples Lorrelations - The main results are in the third table Paired
Significance .
N Correlation  One-Sidedp  Two-Sided p Somples TeST (See neXT S“de)
Pair1  Hours of satiey after 31 838 <.001 <.001
sweetfood on average &
Hours of satiety after
savoury food on average
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RQ3: Effect of Food Types on Satiety
Paired-samples t-test (cont.)

Paired Samples Test

Paired Differences Significance
95% Confidence Interval of the
Std.E Difference
Mean  Std. Deviation Mealr[\m Lower Upper t df One-Sided p  Two-Sided p
Pai H f satiety aft = - - -10. < <
air 1 sv‘:::}fiosdan‘ﬁ E:erearqe_ 56452 31043 05575 67838 45065  -10.125 | 30 I 001 001
Hours of satiety after
savoury food on average
Paired Samples Effect Sizes - SPSS gives the p-value for this two-tailed
Point 95% Confidence Interval test in the column Two-Sided p, if this
: Stondodzs | Eebmeh | Loww | hew value is below 0.05, it is considered
Pair1  Hours of satiety after Cohen's d 31043 -1.819 -2.390 -1.235 . .pe
sweetfood on average - significant = the two samples tested are
S:v“ﬂ’:;'::d‘i‘::v:m Hedges' correction 31438 -1.796 -2.360 -1.219 different from each other
a.The delnommaicrusedin estimating the effect sizes - |n this case, we find a Signiﬁcgn‘[
Cohen's d uses the sample standard deviation of the mean difference . .
Hedges' comrection uses the sample standard deviation of the mean difference, plus a correction factor d|ffe|’ence beTween fhe Sohefy Gf‘fer

savoury vs sweet food, whereby the
savoury food kept participants full for
longer

RQ4: Effect of Gender on Height

» Data set of 104 boys and girls aged 2-9
- 3 variables: Age, Height and Gender

» Height measured in inches

I® |5 there an effect of gender on height (in cm)?
« Convert height measurements from inches to centimeters
* Independent samples t-test

12



RQ4: Effect of Gender on Height
Convert Measurement

. N
12 Compute Variable ==

#3 Age Height Gendersav [DataSet1] - IBM SPSS Statstics Data Editor AN

File Edt View Data Transform  Analpe  DirectMarketing  Graphs  Utiities

= Target Variable Numegric Expression:
i ‘iﬂ H f.‘—:?..] Egmm Vaﬂam: |'ﬂ o ;—{e\ggm?cm - Hewgrvllm:np’z 54|
[s ‘ [ count values within Cases.
T 1] e = - L
; i [E Recode into Same Variables. g; gg:nder +
3 o | [E Recode into Different Variables & Height_Inch Function group:
4 2 | Automatic Recode. All =
5 2 Create Dummy Variables Arthmetic i
6 2 | B2 visual Rinninn CDF & Noncentral CDF
Conversion
Current Date/Time
Date Arithmetic ||
- Select Compute Variable... e = |
. Eunctions and Special Variables
from the tab Transform =)o) oo & |

- Enter a target variable name

- Double-click on Height_Inch
variable to add it to the
numeric expression box

- MU|T|p|y with 2.54 | (uptiunal case selection condition) |

- Click Ok

RQ4: Effect of Gender on Height

Independent Samples t-test

13 e besghs Genderaw DataSerd] I8N SP5S st Daia e TN 3 Independent-Samples T Test x|

Bl EG Vew Qs Dnsrm  geale  Gaghs  UNAss  Egensions  Wndow b
=a = N Regons. . fe=s Al |
= .
=L ) | S e  BE delsl | Test Variable(s) Options.__| |
gasssian Sacs v & Age & Height_cm ’7
[ #age | & Genser . [ ar var | Bootstrap. |
' P | meane |

| 8 e gampis T Test
A Inaspenaent-Samples T Test

- ‘ & Height_nch

{2 Define Groups ===
Grouping Variable

@ Use specified values i * |W1 2) ”
Define Groups

| ~
@ Cut point Estimate effect sizes

- Select Independent-Samples T Test... under Compare Means in the tab Analyze

- Select the Height_cm variable and add it to the Test Variable(s) box

- Select the Gender variable and add it to the Grouping Variable box

- Click on Define Groups... to open the dialogue on the right, enter the values defining the
two groups, in this case 1 and 2

- Click Continue and then OK

13



RQ4: Effect of Gender on Height
Independent Samples t-test

Group Statistics

ondw N | wean  saowvaton | Newr - SPSS runs the Levene's Test for Equality of Variances,
Helght.cm _Male 581085517 152628 200411 since this fest is not significant (Sig. value above 0.05),
.0 e e e we use the t-test outcomes of the upper row (equal
Independent Samples Test VCIriOnceS OSSUmed)
lmm.s‘j.:us-:\'x:‘iquahh“l t-tast for Equality of Means
Signincance o qormr | e
F Sig t df One-Sidedp  Two-Sided p Difference Difference Lower Uppsr
Height_cm  Equal variances 209 2387 02 009 ' 740480 310233 1255626 -1.25134
assumed
Euualra;l:mas not -2.369 93714 010 020 -7.40480 312539 -13.61059 -1.19901
Indepandsnt Samples Effact Sizes - SPSS gives Th'e' p-value for Thls Two—To_lled. festin T_he
pont | 95% Confidance Intarval column Significance (Two-Sided p), if this value is below
TR et Lt 0.05, it is considered significant = the two samples
sight_cm  Cohen's - -.862 - .

Hedges' coraction 1582993 - 468 -856 .o77 tested are different from each other
e LA - Inthis case, we find a significant difference in height
ool S— befween the groups, whereby the girls are on average
flass's dalta isas the samnla standard dewstinn of the cantral arnin TCI”eI' ThOn The boys

RQS5: Relationship of Age & Height, by gender

e Same data set as RQ4

I® |5 there a correlation of age and height? Is this dependent on gender?
« Splitting file: by gender
 Bivariate correlation
» Scatterplot

14



RQS5: Relationship of Age & Height, by gender
Splitting file by gender

£ “Age Herght Gendersaw [Datatetl] - 1M 5755 Siatiztc: Dta Eator N

Ple EGt Vew Dala Jrnstm gnaige Diecianeing G s .,
e e o e
_ ‘ 4 Set Measurement Level for Unknown.
ARSuE ¢ Dala Properbes. i H H
,,‘:r;“'“n Tal B & Age @ Analyze all cases, do not create groups - Selecf Sphf Flle,., N
: e ﬁ“e!gm—'“m ElGoppa s the tab Data
: B Dots Wi Rosponsa Sets Helght_cm © Qrganize output by groups Select the option
Yy Vajdation » -
5 3 Identity Dyplicate Cases. Groups Based on:
G 3 idennty Unusuai Cases. ‘ & Gender CompClre groups
7 I Comums s .
s - Double-click on the
9
B sontvariapies, 1
:? 0 Trapspose. @ Sort the file by grouping variables gender VC|I'ICIb|e 1'O
- I3 kot g i Acsces e © ile is already sorled add it to the box
B uarge Files »
1 5 Bestrucnre Current Status: Compare:Gender - C“Ck OK
15 3 Rake weighs
b I Propensity Scora Matching
AL
3 Case Control Matching
2 [y— Paste || Reset || Cancel || Help
0 . . _
= 3 et inta Files
2 T Copy Dataset
3 = soige...
2 BT selectCases
= 4 wieight Cases
26
n 3 2 3898

- Lower right corner of the data window should now read “Split by gender”

RQS: Relationship of Age & Height, by gender

Bivariate correlation

Vindaw  Hela R ivariate Comelations x

Variables
& Gender & Height_cm
1 & Height_inch | Age

——) o

Gensralizsd Linear

Miged Models
Comsiste ? [ Bwanate with Confidence Intenals.
* [arste
i " "aftial
10 , [MPw Correlation Coeflicients
[ Distances.

* E3 Canonical Conelation [ Pearson [] Kendalr's tau-b [] Spearman
Gimansion Reduciion »

Sepe d Test of Significance
@® Two-tailed O One-tailed

- Select Bivariate... under Correlate in the tab e st conttons ) S oy o o s
Analyze Rl [ ooste | [enet | [Cancel] [ o
- Add the variables Height_cm and Age to the box - _ S ]
on the right
- Optional: Click on Options... to add statistics to
the output, then click on Continue
- Select the correlation coefficients you want to
have calculated, in this case Pearson
- Click OK

13 Bivariate Correlations: Options ===

!

Cross-product devistions and covariances

Missing Values
@ Exciue cases paimise
© Exquce cases listwise

cancel | Help.

15



Bivariate correlation

RQS5: Relationship of Age & Height, by gender

Correlations

Descriptive Statistics

Gender Mean  Std. Deviation H
Male Helght_cm  108.55 15.263 58
Age 531 2280 58 -
Female  Height_em 115.98 16.266 46
Age 543 2.344 46
Correlations
Gender Height_em __Age _
Male Height_cm  Pearson Correlation 1 983"
Sig. (2-tailed) 000
N 58 58
Age Pearson Correlation 988" 1
Sig. (2-tailed) 000 -
N 58 58 -
Female Height_cm Pearson Correlation 1 ga4”
Sig. (24alled) 000 -
N 45 45
Age Pearson Correlation 994" 1
Sig. (2-4ailed) 000
N 46 46

**_Correlation is significant atthe 0.01 level (2-tailad).

SPSS returns two tables, the first shows descriptive statistics,
the second presents the correlation results

The tables are split by gender, SPSS returns correlation
coefficients for males and females separately

The first row Pearson Correlation is the Pearson correlation
coefficient, it indicates the direction and strength of the
association

The second row Sig. (2-tailed) shows the p-value

The third row N shows the sample size for each calculation
In this case, we find that the significantly positive
association of height and age exists for both boys and girls

Scatterplot

RQS: Relationship of Age & Height, by gender

G Age Height Gender.sav [DataSet3] - IBM SPSS Statistics Data Editor _

File  Edit View Data Transform Analyze Graphs Utities Extensions  Window

FEE M = = =
[

\
& Age | & Gender
1 2

2

illl Chart Builder...

Graphboard Template Chooser.
[ weibun Piot

[E3 compare Subgroups

& Hei
1
1

B Legacy Dialogs

Select Chart Builder from the tab Graphs
In the bottom section, choose the
category Scatter/Dot in order to see the
different scatterplot options
Double-click on the simple
scatterplot(top left)

From the list of variables, drag the
variables age and Height_cm to the
chart preview

Click OK

Gallery

Choose from:

|
]
LinearFit Lines

[ Total |

(o) o) (et e e

3 Chart Builder - -— =]}
— —
Variables Chart preview uses example data Etement Properties| | Chart Appearanca | Options
& e Tple Scatler of Age by Hetght cm it Properties of
& Gender Point1 =
& Height_Inch X-Axis1 (Point1) 1
& Height_cm Y-Auis1 (Point1)
Tite 1 =
Statistics
Variable: & Age
Statistic
[vaiue -
No calogarios (scak
|
Ertor Bars Represent
@
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RQ6: Association of pain & age, controlling for health

» Data set of 60 participants from a pain tfreatment study
» 7 variables: age, gender, general health, condition (control or freatment),
dosage (low or high), pain at baseline, pain change after treatment

I® |5 there an association between pain and age, while controlling for
general health?
» Pie chart: general health

» Partial correlation: age and baseline pain, controlling for general health

RQ6: Association of pain & age, controlling for health
Pie Chart

Pain Medication.sav [DataSetd] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Anahze Graphs  Utilies  Extensions  Window #3 Chart Builder !i!
O[5 Chart Builder. g review |

i % =] g E ot i e Cret e s Aot dx =) BlermantPropuies | Ghatppsarance (Opions I
- [<] Template Chooser E “age n years [age EM Propenies o
‘ l BT F . R &

& age | & gender | il health TSRS [t GroupColor (Folarinterval1) |
1 ] 2 0 e 1
2 0 Legacy Dialogs » Statistics

Variable:
Statstic
| Count

- Select Chart Builder from the tab Graphs

- Inthe boftom section, choose the category
Pie/Polar

- Double-click on the depicted pie chart |

- From the list of variables, drag the variable
General health to the chart preview

- Click OK
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RQ6: Association of pain & age, controlling for health
Partial Correlation

£ Pain Medicationsav [DataSetd] - I8 SPSS Statictics Data Editor (O -

Fd EGt View Dt Tunsfom  nabze  Graghs  Utiiles Exensions Window Help #3 Partial Correlations = |
SHE @I e o " * % i AT [ {8 Partial Correlations: Options
— Dascripbs Statisics » Variables:
= = e " = = &) Gender [gender] & Pain before treatme. — Stafistics —————————————
a & gender Tabi » in_basaeline anct "
1 T c:;;,g Macnn o e T & Treatment [condition] & hge inyears [age] Bootstrap.. [¥| Means and standard deviations
2 32 [] Ganeral Liear Model » 600 ol Dosage [dosage] [7] Zero-order correlations
3 3 1 ConrakgadLingar Modets n 500 & Change in pain befo R
4 e 1 MigedModels 400 Controlling for: é £
5 7 1 R Exclude cases listwise
. = . Gorelate [ ovariate 7l General health heal... N
Regression | B rsmal @ Exclude cases pairwise
7 0 1 1
Loghnear »
0 p . [ Distances

Test of Significance
[@ Two-tailed © One-ailed ‘

|/ Display actual significance level

(o) Comne) ) s i

- Select Partial... under Correlate in the tab Analyze

- Add the variables Pain before freatment and Age in years to the Variables box

- Add the General health variable to the Controlling for box

- Optional: Click on Options... to add statistics to the output, then click on Continue
- Click OK

RQ6: Association of pain & age, controlling for health
Partial Correlation

Partial Corr - SPSS refurns two tables, the first shnows

descriptive statistics, the second presents

Descriptive Statistics

Mean | Sid. Devigion | N the qorrelohon results .
Pain before freatment  7.0167 1 46706 60 - The first row of the correlations table
Age in years 542333 1076461 80 shows the correlation coefficient, it
General health 2.3500 73242 60

indicates the direction and strength of
the association
- The second row Significance (2-tailed)

Correlations

Pain before

Control Variables treatrent Age inyears ShOWS fhe p_vglue
General health  Pain before treatment  Correlation 1.000 A1 _ The Thlrd row df ShOWS the SCImp|e Size fOl’
Significance (2-tailed) 000 .
@ . - each calculation
Age inyears Correlation 511 1.000 = |n Th|5 COSG, we f|nd a SigniﬁCOnT pOSiﬁVe
SIO0MEREEUE B oo relationship between age and pain,
dr 57 0

while conftrolling for general health
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RQ 7: Reaction time to emotional facial expressions

» Data set of 141 participants: reaction fime study

« Participants had to identify emotional expressions of different intensities, reaction times were
measured

» 3 variables: gender, reaction time and intensity of emotion

I Do gender and emotion intensity predict reaction time?
« Getting to know the data set: Frequencies
» Boxploft: Finding outliers (less than 250ms/less or more than 1.5 IQR away from upper or lower quartile)
« Sorting and Selecting Cases

» Linearregression, outcome: reaction time, predictors: emotion intensity and gender

RQ 7: Reaction time to emotional facial expressions
Frequencies

r Frequencies * g‘
{42 Reacton Times.sav [DstaSeti] - 6V PSS Statistic Data Eaitor ||
File Edit View Data Transform Analyre DirectMarketing Graphs Utiliies Extensions  Windc Variable(s):
= = b «c{ ovais " [@E_é%{ - & Participant ID [ID] & Reaction Time in m -
B T | DescipiimShisics P B Erequendes &5 Gender [gender]
ﬂ Intensity of Emaotion ...
| stye.. | '
Il Bootstrap...| ||
- Select Frequencies under Descriptive | |
Statistics in the tab Analyze
- Double-click on the variables to add them to [/ Display frequency tables
the box
. .. OK Paste || Reset || Cancel || H
- Open options for Statistics and Charts by [—]uuuw

clicking on the respective buttons (see next
slide)
- When finished with selecting options, click OK
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Frequencies

RQ 7: Reaction time to emotional facial expressions

9 Frequencies Satisics

Chart Values
‘ ® Erequencies © Percentages ‘

(o) ) (o)

- ===
P v —
Cyt points for: equal groups: Magian . .
Eceencn P - Select the statistics you
| want to receive for the
(& Frequencies =5 / selected variables
Variable(s) = wmmseensas || Click Continue
&5 Participant 1D [ID] & Reaction Time in m ‘;S:;'::m" B ms;:m:ss
& Gender [gender] e T oo
il Intensity of Emotion s SE mean
(corome] [ anc] i ]
= = == ==
13 Frequencies: Charts =X
[/l Display frequency tables ;n;:;;ue - Se|eCT The Type Of ChOrT yOU
(o< (=ste ) (meser | (cancet | e | | | olEarenans want to receive for the chosen
- e variables
=

- Choose whether the values
should be presented as
frequencies or percentages

- Click Continue

Boxplot

RQ 7: Reaction time to emotional facial expressions

£ “Reaction Times sav [DataSetl] - IBM SPSS Statistics Data Editor

Fle EdI Vew Dala Translorm Analge DiecManeling Graphs  Uiiiles Eglensions  Window

- Double-click on the boxplot chart
type on the right

- From the list of variables, drag the
variable Reaction time to the y-
axis

- Click OK

¥ Chart Builder

=1 | LE\J E e 5 E % % :thﬂuilnal Variables: Chart preview uses example data Element Properties | Gnart Appearance | Options
1 i::::::"mmm Frener & Participant 1D [ID] 1D Boxpiot of Reaction Time i ms Egit Properties of
! o - & Reaction Time in m. Bod
&) Gender [gender] X-Axis 1 (Box1)
il Intensity of Emotion Title 1
Statistics
- Select Chart Builder from the tab s
Graphs =
- Inthe bottom section, choose Lo e B T ———
the category Boxploft B e

[ P

Choose from

Favorites

° o

sl

Bar
Line
Area

obil

=

Pie/Polar
ScatterDot
Histogram
High-Low
Boxplot
Dual Axes

(Lo () s g i )
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RQ 7: Reaction time to emotional facial expressions
Boxplot

1-D Boxplot of Reaction Time in ms

4000
*
1

The boxplot shows there is 1
outlier in the data, around
4000ms

3000

2000

Reaction Time in ms

1000

RQ 7: Reaction time to emotional facial expressions
Sorting Cases

13 Sort Cases =] 1 “Reaction Times.sav [DataSetL] - [EM SPSS Statistics Data Editor NN
3 *Reation Times.sav [DataSet1] - 184 SPSS. S Dta Editor .
Fle Edt Mew Daia Iransiom Anaye  Direc harketing Sortby Eile Edit View Data Iransform Analyze Direct Marketing Graphs

fE}E? O 7
& Participant ID [ID] < Reaction Time in m.. | H = e | E’ é % @ ﬂﬂ
&> Gender [gender] . -
& Intensity of Emotion + [1:0 s
[PrE—— - - | &mD | FRI1 | gender | ghintensiy| var
 Dstine Hultpie Response Seis 1 59 190 1 4
Wajdation C r Sort Order 2 43 210 2 4
st O E JCOE 1 2
T, Comgars Datasets... © Descending 4 126 220 1 2
5 sgncases 5 4 240 1 3
Bl sotvariagies.. r Save Sorted Data 6 2 269 1 4
[7] save file with sorted data = - P B

&
Lok ][ esste ] meset | cancet | weis |

- Select Sort Cases... in the tab Data

- Add the variable Reaction Time to the Sort by box and select ascending sort order

- Click OK

- The data set should now be sorted by reaction time, we can see that 5 data points are below
250ms - outliers
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RQ 7: Reaction time to emotional facial expressions

Selecting Cases

8 it G

&
rd
&
& i

8 s cut umslerted cases

© Copy salested cases 13 3 mew datasat

© Daists slncisd casss

Ut AL DO Nt e Cases

[Es =)

Select Select Cases... in the tab Data
Select the option If condition is satisfied
and click on If... to define the condition
Add the Reaction time variable to the
numeric expression box and define that
the value should be >=250 & <=3500 to
exclude all outliers, then click Continue
Click OK

3 Select Cases: If

.

&5 Participant ID [ID]

&b Gender [gender]
{l Intensity of Emotion

gi9 Reaction Time in m...

RT_1 == 250 & RT_1 == 3500

Function group:

Al

Arithmetic

CDF & Noncentral CDF
Conversion

Current Date/Time
Date Arithmetic

Date Creation =]

Functions and Special Variables

RQ 7: Reaction time to emotional facial expressions

Linear regression

3 Linear Regression

|

| aaes

Crenpare eans
J——————
S ——
[

comsin

Lis

R [CT e — ‘

- Select Linear... under Regression in the
tab Analyze

- Add the Reaction Time variable fo the
Dependent box and the variables
Gender and Intensity of Emotion to the
Independent variables box

Dependent: _
& Participant ID [ID] - ‘ & Reaction Time in ms [RT_1] | -
&> Gender [gender] Block 1 of 1 Plots

& Intensity of Emotion
&5 RT_1 == 250 (FILT...

Independent(s):

&5 Gender [gender]
&3 Intensity of Emotion [intensity]

—
on

Selection Variable:

8 Linear Regression: Statistics .

==

Case Labels: [¥ Estimates [] R squared change
‘ | [¥/Confidence intenvals | [l Descriptives

Level(%) -m [] Part and pariial correlations
WLS Weight:

Regression Coefficien.

[ Coyariance matrix

(vl Model fit

[T] Collinearity diagnostics

- Click on Stafistics... and select Tl
Estimates, Confidence Intervals, Model (o ) (e ) (Reve ) (o) e | e
fit and Descriptives, then click 3
Confinue
- Click OK (o) Comet) Cind)
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RQ 7: Reaction time to emotional facial expressions
Linear regression

Descriptive Statisties Coefficients”
) Model Summary
Standardized
Ruacton e nme 88787 135 Adusted R St Error of Unstandardzed Coeficients  Goeflsients 45.0% Confidence Interval lor B
153 138 Nods! R R Square Square ths Estimate Mode! ] st Eror Bsta t Sio Lowerfiound  Upper Bound
Intansity ot Emoton 201 TR 1 9677 936 935 65,846 T (Constany) 1245248 6364 22111 o0 nsaress | 1wtz
a. Predictors: (Gonstant), Intensity of Emation, Gender o 21448 154 ) 3898 oo 30660 121742
Corrslations Intensity of Emat 9777 03 |19901 000 214272 173550
Raaction 3 Dependent Vanable: Rea
Tmemms  Gander n a
L Coralati R 1000 881 - B4 ANOVA
Genda w100 a0 sum af
Intansyof Emoson s e 10 Modal Squares o | Meansquare F Sig.
Sl Rlackon Tirw e 0 = 1 R 8303655547 2 4151827.773 957509 l 000 I
Gander oo 000 egression
Intans v of Emasan oo o Residual 572307 535 132 4335663
" s = s s Total 8875963.081 134
Genter TR 15 - -
T =T s P a. Dependent Variable: Reaction Time in ms

b. Predictors: (Constant), Intensity of Emation, Gender

SPSS returns several tables, the first shows descriptive statistics, the second presents correlation results,
after that the model summary and regression results are listed

The first row of the ANOVA table shows whether the overall regression is significant

The second row and third row of the Coefficients table show the results for the two predictors, the
Standardized Coefficients Beta indicates direction and strength of the effect

In this case, we find that the overall model is significant. Moreover, both gender and intensity of
emotion significantly predict reaction time

RQ 8: Effect of supermarket promotion on sales

« Data from 133 supermarkets, effect of supermarket promotion on sales
« 3 promotion conditions: control, price reduction, price reduction + advertisement
+ 2 variables: condition of promotion, average daily sale

I® Did the two types of promotion have an effect on sales?
» Duplicate cases

« One-way ANOVA: Did the two types of promotion have an effect on sales?
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